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Abstract 

Title: Connect Store: A fully coupled 3D model of ice flow, calving, subglacial hydrology and ice-

ocean interactions applied to Store Glacier, Greenland 

Name: Samuel Cook 

This dissertation uses the 3D, finite-element, full-Stokes, open-source model Elmer/Ice to investigate 

the coupled dynamics of the ice-calving-subglacial-hydrology-plume system at Store Glacier, a large, 

fast-flowing tidewater outlet glacier on the west coast of Greenland. Understanding these large 

outlet glaciers is critical to being able to accurately predict the future evolution of the Greenland Ice 

Sheet. 

This study therefore presents a three-week record of calving activity at Store Glacier, gathered in 

July 2017 using a terrestrial radar interferometer. This record is the longest and most detailed yet 

produced for a Greenlandic tidewater glacier and shows the complex and time-varying nature of 

calving at Store Glacier. 

In parallel, an uncoupled model of subglacial hydrology and plume melting at the calving front is 

developed within the Elmer/Ice framework and applied to Store Glacier to investigate seasonal 

differences in hydrology. Overall, the dynamic nature and key role of the subglacial hydrological 

system of Store is made clear, with little modelled relationship between surface melt and plume 

melt, owing to the storage capacity of the intervening subglacial system. The model is compared to 

available observations, which suggest that it is providing a realistic picture of the subglacial 

hydrology of Store Glacier. 

Finally, a fully coupled model of ice flow, calving, subglacial hydrology and plume melting is 

presented and applied to Store Glacier, being validated against the observed calving dataset. This 

represents the first time a fully coupled simulation of a tidewater glacier anywhere has been 

undertaken. The model qualitatively reproduces the validation dataset well, but under-estimates it 

quantitatively. The coupled model allows demonstration of the dynamics of the coupled ice-

hydrology-calving system, showing that hydrology-induced velocity changes are the key large-scale 

calving control, and that channelisation inland is greatly suppressed when two-way ice-hydrology 

coupling is included. It also makes clear that, while the terminus appears to be able to channelise 

fully under high melt, this is not the case farther inland, mirroring the situation observed in land-

terminating regions of the Greenland Ice Sheet. 
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1. Introduction 
‘It’s the job that’s never started as takes longest to finish’ 

-Sam, The Lord of the Rings, Book 2, Ch. VII 

The IPCC (Stocker et al., 2013) have demonstrated that the mean annual earth surface temperature 

has warmed by 0.85°C since 1880, on average. This warming has been particularly concentrated at 

the poles, with the Arctic, for example, showing an average of 1.2°C of warming since 1913 (Najafi et 

al., 2015). This degree of warming had already caused the Greenland Ice Sheet’s (GrIS) mass balance 

to drop to -243 ± 18 Gt a-1 by 2009 (Csatho et al., 2014), with a recent increase to -269 ± 51 Gt a-1 for 

2011-14 (McMillan et al., 2016), though this has since slowed to -217 ± 32 Gt a-1 in 2013-17 

(Shepherd et al., 2019). One of the main culprits behind this increasing mass loss is an acceleration in 

so-called “fast” outlet glaciers, as demonstrated for three of the largest: Jakobshavn Isbrae, 

Kangerdlugssuaq and Helheim by Howat et al. (2011). 

The mechanisms behind these accelerations vary – for Kangerdlugssuaq and Helheim, in the south-

east of the GrIS, which exhibited a rapid acceleration 2004-05 before slowing and stabilising since, 

the culprit seems to have been a combination of enhanced surface melting, warm water intrusion 

into their terminal fjords (linked to a weak NAO) and strong katabatic winds (Christoffersen et al., 

2012). Together, these factors led to basal lubrication, increased ice-front melting through stronger 

turbulent meltwater plumes mixing in warm fjord water, and loss of backstress from the sikussak, 

which was either melted by the warm water or removed by the winds (Christoffersen et al., 2012). 

This suggests the acceleration is episodically-caused by a particular set of climatic circumstances, 

but, on the basis that the regional climate is projected to become warmer and cloudier (IPCC, 2020), 

these may recur more frequently. Equally, as Enderlin et al. (2014) suggest, the rapid synchronous 

retreat in the south-east may have been due to unpinning from bedrock highs, so that there is little 

potential for further acceleration in the region. Until favourable conditions for retreat should repeat, 

it remains unclear how far this is the case. 

This shows how different parts of the GrIS are responding differently to the same overall forcing, 

highlighting the importance of local and regional factors in determining ice response (Csatho et al., 

2014). Jakobshavn Isbrae, by contrast with the south-east, after an initial acceleration starting in 

1998, has maintained its fast flow, accelerating at 5-7% per year over 2004-2007 (Joughin et al., 

2012), though there has been a recent slowdown linked to colder ocean temperatures (Khazendar et 

al., 2019), though whether this continues is uncertain (Joughin et al., 2020). This seems to have been 

due to a loss of buttressing when the ice tongue collapsed in 1998/99, together with dynamic 

processes, which suggests that the acceleration may be long-term (Joughin et al., 2012). This is 
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supported by the fact the Jakobshavn sits in a long and deep trough, which it seems likely it will have 

to retreat to the head of before being able to fully stabilise (Joughin et al., 2012). Joughin et al. 

(2012) suggest this may take up to a century, with the current rapid flow pertaining in the meantime, 

though they do find that there seems to be limited potential for further acceleration. Whether the 

current slowdown is maintained or proves temporary remains to be seen. 

It is therefore clear that much further work needs to be undertaken to understand the GrIS, 

particularly its fast-flowing glaciers. More recent work by Enderlin et al. (2014) has shown that only 

15 of Greenland’s (fast) outlet glaciers, including the little-studied Koge Bugt and Ikertivaq South in 

second and fourth, respectively, account for around 77% of the mass loss since 2000, with the top 

four accounting for 50% alone. It can therefore be seen that understanding the behaviour of fast 

glaciers is critical to being able to accurately predict the future evolution of the GrIS. 

Given the IPCC (Stocker et al., 2013) envisage a range of climate scenarios, which, between them, 

predict 0.3-4.8°C of further warming globally by 2100, with the Arctic continuing to warm faster than 

the global mean, there is undeniably the potential for these glaciers to accelerate further, leading to 

greater mass loss from the GrIS. The GrIS alone contains enough ice to raise global sea levels by over 

7 m (Gregory et al., 2004; Stocker et al., 2013), so, should fast glaciers continue to accelerate, sea 

levels could rise by more than the current extreme IPCC (Stocker et al., 2013) predictions of around 

1m by 2100. It is thus vitally important to understand how these glaciers will continue to react to the 

changing climate and to be able to predict how they might change further in the future. 

This PhD proposes that this broad aim would be achieved through the development and application 

of multiple numerical models. This is particularly important as many of the processes controlling fast 

glacier motion take place at the bed or the calving front, both areas that are very difficult, if not 

impossible, to observe or otherwise study. This PhD consequently aims to produce and validate an 

accurate simulation of an entire fast-flowing tidewater glacier system in Greenland. This would allow 

the GrIS’s contribution to sea-level rise to be better-constrained and would refine projections for the 

remainder of the century, allowing optimal mitigation strategies to be implemented in at-risk areas. 

This thesis is split into seven chapters. This first chapter has provided the rationale behind this PhD 

project whilst the second will give an overview of relevant literature, situating it more precisely 

within contemporary glaciology. Chapter 3 will expand on the aims, objectives and methods of the 

project; and Chapters 4-6 will present the work undertaken to meet these aims. Chapter 4 will 

present a dataset of observed calving at the study site, which will provide the basis for model 

validation; Chapter 5 will detail findings from an uncoupled version of the fully-coupled model; and 

Chapter 6 will present results from the fully-coupled model. Finally, Chapter 7 will present a 
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synthesis of the PhD and will include validation of the fully coupled model by comparison to the 

dataset described in Chapter 4. 

1.1. Aims 

As discussed throughout this dissertation, the complex and inaccessible nature of tidewater glacier 

systems makes them particularly suited to a numerical-modelling approach. However, numerical 

modelling is not necessarily useful without being validated against an independent set of 

observations. Taking all these considerations into account led me to develop the following three 

broad aims for this thesis: 

1. Develop a fully coupled model of Store Glacier including ice flow, calving, subglacial 

hydrology and proglacial plumes in one simulation to allow modelling of hydrological 

controls on ice flow and how these also influence calving and plume-induced frontal melting 

2. Apply this model to Store Glacier to gain insights into how hydrological changes affect 

glacier dynamics and how this might change in the future at a real glacier 

3. Characterise the calving behaviour of Store Glacier using high-resolution radar observations, 

thereby also providing a dataset that can be used to validate the model 

The first two aims are the primary concern of Chapters 3, 5 and 6; the third aim is the focus of 

Chapter 4, as well as Sections 3.6 and 6.6. 
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1.2. Study Site 

 

Figure 1 – Location of Store (inset) and model domain. Background shows the 20-year velocity average from the MEaSUREs 

dataset (Joughin et al. 2016, 2018). 

Store Glacier (Store; Sermeq Kujalleq), one of the largest tidewater outlet glaciers on the west coast 

of Greenland (70.4°N, 50.55°W), flows into Ikerasak Fjord (Ikerasaup Sullua) at the southern end of 

the Uummannaq Fjord system (Figure1). The calving front is 5 km wide, with surface velocities 

reaching up to 6600 m a-1 (Joughin et al., 2018), and is pinned on a sill making the terminus position 

relatively stable despite the trunk of the glacier flowing through a deep trough extending to nearly 

1000m below sea level (Rignot et al., 2015). With no observed retreat since 1985 (Catania et al., 

2018), the glacier represents a stable Greenland outlet glacier and is an ideal target for modelling 

studies aiming to understand such glaciers (e.g. Morlighem et al., 2016; Todd et al., 2018; Todd and 

Christoffersen, 2014; Xu et al., 2013), hence its use as the study site for this thesis. 
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2. Literature Review 

‘Less welcome did the Lord Denethor show me then than of old, and grudgingly he permitted me to 

search among his hoarded scrolls and books’ 

-Gandalf, The Lord of the Rings, Book 2, Ch. II 

This chapter provides an overview of the relevant theory and literature underpinning this 

dissertation. Section 2.1 deals with the theoretical basis of tidewater glaciers and key components of 

the tidewater-glacier system; Section 2.2 gives further detail on the modelling of tidewater glaciers; 

and Section 2.3 provides some context for the use of the radar interferometer outlined in Chapter 4. 

2.1. The Tidewater Glacier System 

Tidewater glaciers are particularly complex glacier systems, as they are subject to the full range of 

glacial processes applicable to their land-terminating cousins, but also to an extensive additional set 

of processes resulting from the immersion of their fronts in seawater. This section considers the 

theoretical basis of and current literature on the three components of the tidewater-glacier system 

most relevant to this thesis: subglacial hydrology (Section 2.1.1), meltwater plumes (Section 2.1.2) 

and calving (Section 2.1.3). 

2.1.1. Subglacial Hydrology 

The study of glacial hydrology – i.e. how liquid water moves over, through and under a glacier or ice 

sheet – has long been an active field of research. The structure and behaviour of the hydrological 

system is important on all glaciers through its effect on velocity, but assumes additional importance 

for tidewater glaciers due to its role in driving freshwater plumes at the calving front. It is thus 

crucial that it be explicitly modelled in a full simulation of a tidewater glacier. This section gives an 

overview of the relevant theory underpinning the current understanding of subglacial hydrology, 

with plumes covered separately in Section 2.1.2. 

Liquid water at the base of an ice mass, from whatever source (surface melt due to temperature, 

basal melt due to friction and geothermal heat, etc.), has a major impact on the motion of the 

overlying ice. Once at the base, water will flow according to the hydraulic potential gradient, which is 

a function of slope and pressure (Shreve, 1972). This flow will happen in one of two kinds of system: 

an efficient, channelised system, as first proposed by Röthlisberger (1972) and developed by Nye 

(1976); or an inefficient, distributed system, often in the form of a series of linked cavities (Lliboutry, 

1968). 
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For present purposes, the central difference between the two systems is how they react 

contrastingly to increasing inputs of water. The state of the subglacial hydrological system is 

determined by two factors: ice creep acting to close up cavities and channels, which is a function of 

the ice overburden pressure; and melting by release of latent energy from water contained within 

the system acting to expand them (Röthlisberger, 1972). For a channelised system, the generally 

high volume-to-surface-area ratio means that, as discharge increases, melt increases at a greater 

rate than ice creep, resulting in reduced water pressure within the system and more water therefore 

flowing into the growing channels, following the hydrological gradient (Röthlisberger, 1972). For a 

distributed system, on the other hand, the volume-to-surface-area ratio is much lower, with water 

spread thinly across a wide area of the bed, meaning that closure tends to outweigh expansion 

(Walder, 1986). Therefore, as discharge increases, so too does water pressure. 

It is also possible for a distributed system to morph into a channelised one – as water pressure 

increases, melt can start to outpace ice creep in the larger cavities or conduits, forming embryonic 

channels that can then start to grow as pressure drops and water is sucked in (Kamb, 1970). This 

process has been observed on many alpine-type glaciers as a consequence of higher melt with the 

onset of the melt season, with the reverse happening as melt starts to tail off again with the return 

of colder temperatures (e.g. Rippin et al., 2003; Schuler et al., 2004; Willis et al., 2009). 

These pressure-related differences drive the impact of the subglacial hydrology on the motion of the 

overlying ice mass. This is because the degree of sliding that the ice is subject to largely depends on 

the effective pressure (𝑁): 

𝑁 =  𝑃𝑖 − 𝑃𝑤 

(1) 

Where 𝑃𝑖 is the ice overburden pressure and 𝑃𝑤 is the water pressure. Various sliding laws have 

been proposed to attempt to capture this mathematically and link basal stress to basal velocity, but 

none has so far proven entirely satisfactory (Cuffey and Paterson, 2010). The simplest, Weertman-

type sliding laws take the form of: 

𝜏𝑏 = 𝐶𝑢𝑏
𝑚−1𝑢𝑏 

(2) 

where 𝜏𝑏 is basal stress, 𝐶 is a friction coefficient, 𝑢𝑏 is the basal velocity and 𝑚 is a constant. Such 

sliding laws take no account of subglacial hydrology, so are not considered further here. More 

complex, physically-based Coulomb-type sliding laws are instead more appropriate. These take the 

form of Gagliardini et al. (2007): 
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𝜏𝑏 = 𝑆𝑁 [
𝜒𝑢𝑏

−𝑛

(1 + 𝑎𝜒𝑞)
]

1
𝑛

𝑢𝑏 

(3) 

Where 

𝑎 =
(𝑞 − 1)𝑞−1

𝑞𝑞
 

(4) 

And 

𝜒 =
𝑢𝑏

𝑆𝑛𝑁𝑛𝐴𝑠
 

(5) 

Where 𝑆 is a constant equal to the maximum bed slope of the glacier, 𝑛 is a constant, typically equal 

to 3, 𝑞 is a constant, typically equal to 1, and 𝐴𝑠 is the sliding coefficient. Whilst such laws are more 

physically-based, they still require the determination of poorly constrained parameters, so are more 

difficult to implement in numerical models than a simple Weertman-type sliding law. 

As is clear from Eq. (3), the lower 𝑁 is, the more the ice overburden pressure is being borne by the 

water present subglacially, and thus the lower the friction and the smoother the bed (more water 

means smaller obstacles will be submerged, reducing drag). If 𝑃𝑤 reaches or exceeds 𝑃𝑖 (i.e. 𝑁 drops 

to 0), a phenomenon known as hydraulic jacking (Iken, 1981; Iken and Bindschadler, 1986), the ice 

may be lifted entirely off its bed and achieve very high sliding velocities. 

A logical consequence of the above is that sliding is favoured by increasing discharge in a high-

pressure, distributed subglacial drainage system, whereas a low-pressure, channelised system will 

tend to limit the degree to which sliding is promoted. At the most basic level, a distributed system 

also spreads water more widely across the bed, leading to greater lubrication generally. 

Understanding which kind of system is active at any one time beneath a glacier is therefore critical in 

being able to predict its behaviour. It is, of course, entirely possible to have a mix of both kinds of 

system active beneath any one glacier, and these two idealised states should be regarded more as 

end-members of a spectrum of subglacial drainage systems, with most real systems falling 

somewhere between them. 

It is also necessary to be able to model when one type of system will transition into the other. As 

stated above, there is ample evidence from land-terminating valley glaciers of a hydrological switch, 



23 
 

where an initially distributed system evolves into a channelised one under the influence of higher 

discharges at the start of the melt season, before returning to a distributed state with the end of the 

melt season and a drop in discharge. The consequence of this is that these glaciers usually show a 

spring velocity peak, as pressures spike in the distributed system, before velocities drop again as the 

channelised system takes over and reduces 𝑃𝑤 once more (Mair et al., 2001, 2003). Therefore, to 

some extent, the glacier self-regulates, such that the impact of hydrology on velocity at an annual 

scale is small. 

However, this ‘Spring Event’ pattern requires there to be sustained high melt discharges to force the 

subglacial drainage system to begin channelising. If high discharges are more episodic, the 

distributed system will not channelise, as the necessary levels of latent heat availability will not be 

maintained to overcome ice creep (Schoof, 2010). This means that each discharge event will be 

accompanied by an increasing 𝑃𝑤 and consequent velocity spike (Schoof, 2010). 

This is particularly relevant to Greenland, where the thicker ice compared to valley glaciers impedes 

the formation of channels, as 𝑃𝑖 and, thus, creep is higher (Dow et al., 2014; Meierbachtol et al., 

2013). This is doubly true for fast, tidewater outlet glaciers, as the higher velocities also promote ice 

creep. It might therefore be expected that distributed systems and the potential for attendant high 

𝑃𝑤 and velocity might persist except in the face of very high melt. It has been demonstrated that the 

sudden drainage of a supraglacial lake can lead to short-term, local velocity peaks (Das et al., 2008), 

as would be expected in a distributed system. The general picture of how the hydrological system of 

the GrIS is reacting to increased discharges as melt intensifies and what this means for velocity is, 

however, less clear. 

The current consensus is that, for land-terminating portions of the GrIS (Davison et al., 2019) and, 

more tentatively, for the ablation area in general (Nienow et al., 2017), that what could be termed 

the ‘valley-glacier hydrological model’ holds true. Several studies in the south-west of the ice sheet, 

both direct observations through boreholes (e.g. Andrews et al., 2014; Chandler et al., 2013; 

Meierbachtol et al., 2013) and remotely-sensed records of surface velocity (e.g. Bougamont et al., 

2014; Sole et al., 2013; Sundal et al., 2011; Tedstone et al., 2013, 2015; van de Wal et al., 2015) 

support this position. Other studies that suggested a positive correlation between velocity and 

surface melt for this region (e.g. Palmer et al., 2011; Zwally et al., 2002) seem attributable to a late-

season rainstorm that overwhelmed a subglacial drainage system that had now decayed back to a 

distributed state (Doyle et al., 2015). 

There is also some suggestion that a third component needs to be added to this classic model to fully 

explain the observed velocity patterns (Hoffman et al., 2016), principally that late-summer and early-
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winter velocities are considerably lower than late-winter velocities (e.g. Sole et al., 2013; Tedstone 

et al., 2015; van de Wal et al., 2015; Zwally et al., 2002), even though the channelised system should 

collapse back to a distributed state within a few days (Dow et al., 2014; Sole et al., 2013). This would 

take the form of a very weakly-connected and largely inactive region of the bed, which is gradually 

dewatered over the course of a melt season by increased connectivity under higher pressures, such 

that, at the end of the melt season, water pressure over the whole bed is lower than at the start 

(and thus basal friction is higher), lowering velocity (Hoffman et al., 2016). This weakly-connected 

system would then be recharged over several years (different areas may be tapped in different 

years, depending on the process of channel formation), priming the system for a new melt season 

(Hoffman et al., 2016). 

However, it is debatable whether the valley-glacier hydrological model holds true for areas further 

inland, with thicker ice and reduced melt. Even in idealised conditions, Dow et al. (2014, 2015) were 

unable to produce realistic channels in the accumulation area in a numerical model, unless 𝑃𝑤 was 

continuously at least 90% of 𝑃𝑖, which implies very high, constant discharges. Several studies have 

also shown no evidence for channelisation and the associated velocity decreases beyond a few tens 

of kilometres from the margin (e.g. Chandler et al., 2013; Doyle et al., 2014; Meierbachtol et al., 

2013). This suggests that, in the short term at least, subglacial channelised systems are likely to be 

restricted to the margins of the GrIS, which may lead to more velocity spikes further inland as the 

distributed system is confronted with higher melt. 

For marine-terminating areas and tidewater glaciers, where the addition of marine processes 

complicates the picture, the situation is even less clear, not helped by a relative paucity of studies on 

these complex environments. The generally thicker ice and faster velocity of tidewater glaciers 

compared to land-terminating ones make drilling boreholes to investigate the subglacial drainage 

system much harder; indeed, only two studies (Doyle et al., 2018; Lüthi et al., 2002) have so far 

reported results of borehole investigations on tidewater glaciers, finding, at Store, persistently high 

water pressures in an active distributed drainage system 30 km inland in the case of Doyle et al. 

(2018). The outflow of water into the submarine environment also severely hinders the use of dye-

tracing techniques, meaning traditional hydrological-system investigations are less applicable to the 

tidewater setting. Despite these difficulties, it is obvious that there is a great heterogeneity of 

responses across the GrIS to climate forcing and hydrology (Csatho et al., 2014), which suggests that 

one simple hydrological model is unlikely to be applicable everywhere, but, as stated above, 

disentangling the effect of hydrological changes from that of oceanic changes remains difficult and is 

an area that requires more study. Instead, much work on the hydrology of tidewater glaciers has 
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focussed on its role in driving meltwater plumes at the calving front, which is discussed in the next 

section. 

However, recent advances in the modelling and observation of subglacial hydrology promise to help 

resolve this issue. Seismic interferometry and polarisation is starting to be used as a tool to observe 

the subglacial drainage system (Vore et al., 2019; Zhan, 2019) and has successfully been applied to a 

surging tidewater glacier, revealing mostly distributed drainage in a network of transverse basal 

crevasses (Zhan, 2019). This being said, seismic observational campaigns require the installation and 

maintenance of expensive equipment – two broadband seismometers maintained for 12 years for 

Zhan (2019) – so modelling remains the main solution for extensive investigation of the subglacial 

hydrology of tidewater glaciers. 

The maturity of the field is demonstrated by the undertaking of the first Subglacial Hydrological 

Model Intercomparison Project (SHMIP) (de Fleurian et al., 2018), which, for the first time, allowed 

the relative performance of several different hydrological models to be assessed. Modelling studies 

of subglacial hydrology have proliferated recently (e.g. Banwell et al., 2013; de Fleurian et al., 2014, 

2018; Flowers, 2015; Hewitt et al., 2012; Hoffman et al., 2016; Schoof, 2010; Werder et al., 2013; 

Dow et al., 2019), but, so far, these models have been applied largely to land-terminating 

catchments in Greenland or elsewhere, where validation is easier due to the availability of better 

observations of the hydrological system. This is important, because these models often rely on 

several parameters for which the appropriate value is not known and/or poorly constrained, so 

validation needs to be undertaken to ensure the modelled system is, as far as possible, in 

accordance with realistic glacier behaviour. There is, though, no fundamental reason why these 

models should not also function effectively in a tidewater setting, as undertaken in this thesis. 

The main division between subglacial hydrological models is between those that model channels 

explicitly (e.g. Werder et al., 2013) and those that do not (e.g. de Fleurian et al., 2014). The latter 

continuum models use layers of different hydrological conductivity to simulate inefficient and 

efficient components of the subglacial drainage system, with drainage switching between the two 

layers depending on some criterion, whilst the former explicitly grow efficient channels when 

sufficient water accumulates locally in the inefficient sheet layer. Continuum models are 

computationally less expensive, but the lack of explicit channel modelling can make them over-

simplified for some environments or applications (de Fleurian et al., 2018), particularly when 

investigating complex dynamic feedbacks. The lack of explicit channels also makes them less suitable 

for driving models of freshwater plumes at the calving front, so this thesis takes the more 

computationally expensive route, and uses a model with explicit channel growth. 
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2.1.2. Meltwater Plumes 

All the water that accumulates at the base of a glacier eventually flows out of the system via the 

land- or marine-terminating margins. On land, this leads to the formation of one or more proglacial 

streams, but, for tidewater glaciers, this water is instead discharged at the grounding line (if the 

terminus is floating) or, more often, at the base of the calving front (if the terminus is grounded), 

straight into the fjord waters. This fresh meltwater, despite often being colder than the oceanic fjord 

water, is less dense, which means that it forms turbulent plumes that rise along the calving face until 

they reach either neutral buoyancy or the surface (Jenkins, 2011). 

The turbulence of these plumes means that they mix in a large amount of the surrounding fjord 

water and bring it into contact with the terminus face, promoting melting (Jenkins, 2011; Slater et 

al., 2016). Without plumes, the ice face is to some extent protected from contact with the fjord 

water by a thin layer of very cold water formed as it begins to melt; plumes disrupt this layer and 

allow greater interaction between the warmer fjord waters and ice face (Jenkins, 2011). Larger 

plumes can, in fact, mix in so much fjord water that they rapidly lose any meltwater characteristics, 

and tend to rise well above neutral buoyancy due to their inertia (Carroll et al., 2015). Large plumes 

can therefore usually be easily-spotted from the surface due to the gaps they create in the ice 

mélange adjacent to the calving face, being effectively upwellings of warmer water by the time they 

reach the (near-)surface (Carroll et al., 2015; Slater et al., 2017). Smaller plumes, meanwhile, tend to 

be trapped at depth by mid-column stratification maxima, betraying no visible surface signature 

(Carroll et al., 2015). If there is a thick surface meltwater layer in the fjord, however, the increased 

stratification of the water column can lead to even large plumes not reaching the surface (De Andrés 

et al., 2020). 

Theoretically, the degree of melting attributable to these plumes is dependent on the magnitude of 

the discharge at their origin point, as larger plumes contain more energy and can mix in more fjord 

water. The melting rate this actually translates to in practical terms is uncertain, due to the 

difficulties in obtaining observations at the calving front, but modelling work suggests large plumes 

can be responsible for melt rates of 3 m d-1 or more in their immediate vicinity (Fried et al., 2015; 

Slater et al., 2018; Xu et al., 2013). However, whilst this is very high, when averaged over the entire 

ice face, it is almost negligible compared to ice velocity and calving. The contribution of plumes to 

overall melting at the ice front instead seems to depend very heavily on the structure of the near-

terminus subglacial drainage system (Slater et al., 2015, 2018). If this is heavily channelised, there 

will be a few large plumes at the outlets of the major channels, which will lead to strong melting 

immediately above them, but much of the ice face will be unaffected by plume activity. If, instead, 
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the system is more distributed, there will be many much smaller plumes, which will produce lower 

melt rates than a larger plume, but will affect a much larger proportion of the ice face (Slater et al., 

2015, 2017; Fried et al., 2015). In this more distributed case, the total melt rate contributed by 

plumes can be five times higher than in the case of a single, much larger plume (Slater et al., 2015). 

This shows the importance of explicitly modelling the configuration of the subglacial drainage system 

at the terminus – not only for its own sake, but also to ensure plumes are correctly specified. The 

current balance of evidence for tidewater glaciers suggests that the near-terminus drainage system 

is more distributed than would be expected based on land-terminating glaciers. On Kangerlussuup 

Sermia in western Greenland, Fried et al. (2015) found one large outlet and several smaller outlets at 

the calving front; the smaller outlets being responsible for 85% of the plume-induced melting. Slater 

et al. (2017), meanwhile, demonstrated a similar situation for Kangiata Nunata Sermia, also on the 

west coast of the GrIS, by showing that, if all melt were concentrated into one large plume, this 

would have been visible at the surface for much longer than plumes were. The inference is that the 

meltwater was being split between multiple, smaller plumes. The reasons behind this apparent 

tendency towards more distributed near-terminus drainage systems are unclear, but are most likely 

related to the high velocities present in these regions, which increase the closure rate of channels by 

creep, making them unstable (Slater et al., 2017). The region of low hydraulic potential behind the 

front of tidewater glaciers would also likely favour more distributed drainage (Vore et al., 2019). 

Observations by Jackson et al. (2017) at Kangerlussuup Sermia in West Greenland also show a plume 

inconsistent with traditional axisymmetric, conical plume theory; instead a sheet-like wall plume 

upwelling from a low, broad outlet of around 200 m in width provides a better fit. Not only therefore 

does the structure of the subglacial drainage system need to be taken into account, but the 

morphology of the outlets can also play an important role in determining the resulting melt at the 

calving front. Overall, though, the literature shows plumes are clearly a key driver of melt and 

calving at tidewater glacier fronts in Greenland (Wagner et al., 2019). 

Plumes are therefore an important part of the tidewater-glacier system, hence their inclusion in this 

thesis. However, studying them is challenging. By their nature, plumes are dynamic and observable 

signals can be ephemeral. From the surface, only plumes sufficiently large to disrupt the surface of 

the fjord are visible, where they can be observed by UAV (Jouvet et al., 2018) or time-lapse imagery 

(How et al., 2018). Only particularly persistent plumes will be reliably visible in satellite imagery, with 

its longer repeat times (e.g. Schild et al., 2016). Gaining sub-surface observations of plumes is 

especially difficult due to the hazardous nature of the calving-front environment, which makes 

bringing in boats with sonar capability or similarly equipped AUVs complicated. Depending on ice 

conditions, access to the calving front may not even be possible, meaning a reliable, long-term 
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measurement campaign is virtually impossible; such observations as we do have are, by necessity, 

episodic (Chauché et al., 2014; Stevens et al., 2016). One innovative solution to this problem was the 

use of instrumented ringed seals by Everett et al. (2018) to study plumes in Kongsfjorden, Svalbard, 

but such animal-based techniques are not always available and are inherently unpredictable and 

unreproducible. 

Consequently, for similar reasons to subglacial hydrology, computer-based numerical modelling of 

plumes has become a major avenue of investigation. These studies all use models based on buoyant 

plume theory (BPT) (Jenkins, 2011; Slater et al., 2016) to simulate the initial discharge of freshwater 

and subsequent turbulent mixing, and resulting melting of the plume thus formed. Whilst BPT does 

provide a sound physical basis for plume modelling, it does require the determination of several 

parameter values, which, in the calving-front setting, are virtually impossible to accurately measure, 

presenting a similar problem to that seen for models of subglacial hydrology. Validation needs to be 

undertaken in some manner to ensure the modelled plumes exhibit realistic behaviour. Laboratory 

experiments (e.g. Ezhova et al., 2018) can provide some insight and help constrain some parameter 

values, but it is also likely that the ‘real’ parameter values vary from location to location, meaning 

that validation remains necessary. This is further underlined by recent observations at two tidewater 

glaciers, one in Alaska and one in Greenland, that show that submarine melting is up to two orders 

of magnitude greater than that predicted by BPT and models based on it (Sutherland et al., 2019; 

Wagner et al., 2019); clearly, therefore, plume modelling, whilst useful, requires further 

development. 

2.1.3. Calving 

The most obvious difference between land-terminating and tidewater glaciers is the presence of a 

calving front at the latter. Calving is an important mass-loss process in Greenland, being responsible 

for 40% of current ice loss from the GrIS (Mouginot et al., 2019), but it is also a process that is 

difficult to study, owing to the dangerous nature of the calving-front environment and the 

unpredictable nature of the process, and also complex to model, as knowledge of micro-scale ice 

characteristics is ideally required. 

At the most fundamental level, calving occurs when a fracture intersects the ice surface at two or 

more points. Larger, full-thickness calving events are the result of a single fracture intersecting the 

surface and base of the ice, completely isolating a portion of the front. Smaller events happen when 

the fracture intersects the calving front and one of the surface or base. Therefore, any change in the 

glacier system that promotes fracture propagation will ultimately increase calving event frequency; 

any change that supresses fractures will likewise reduce calving event frequency. 
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Of particular relevance is the complex relationship between ice thickness, effective pressure, 

buoyancy and ice velocity (Cuffey and Paterson, 2010). A thinning at the terminus from whatever 

cause acts to reduce effective pressure (Eq. (1)), as the ice overburden pressure drops whilst water 

pressure remains constant. This is because water pressure at the terminus of tidewater glaciers is 

mainly controlled by the depth of the fjord, which is constant on the timescale of interest here. 

Therefore, velocity increases, as the reduced effective pressure decreases friction at the bed. The 

increase in velocity increases strain rates and hence (extensional) stress, promoting fracture growth 

and leading to greater calving; it also leads to further thinning of the glacier, as the increased ice 

export is not necessarily balanced by increased accumulation. The increased thinning feeds back into 

the loop summarised above; the increased calving event frequency can lead to terminus retreat. 

At the same time, the impact of buoyancy needs to be considered: the termini of tidewater glaciers 

are exposed to buoyant forces as the ice ‘wants’ to float. These buoyant forces create a rotational 

moment acting on the calving front, with the pivot at the grounding line, greatly promoting basal 

crevasse growth as the terminus attempts to spring upwards. Whether the terminus actually floats is 

determined by the critical flotation thickness for seawater (Cuffey and Paterson, 2010): 

𝐻𝑓𝑙𝑜𝑎𝑡 =  
𝜌𝑤

𝜌𝑖
𝐷𝑤 = 1.14𝐷𝑤 

(6) 

Where 𝐻𝑓𝑙𝑜𝑎𝑡 is the critical flotation thickness, 𝜌𝑤 is the density of seawater, 𝜌𝑖 is the density of ice 

and 𝐷𝑤 is the water depth (in m). In other words, if the ice thickness is less than 1.14 times the 

water depth at the terminus, the terminus will float unless the glacier geometry forces it to remain 

grounded, putting it in a position of superbuoyancy. Therefore, if thinning occurs at the terminus 

such that it drops below the critical flotation thickness, catastrophic calving can take place as the 

increasing buoyancy forces gain the upper hand. This feeds in to the set of processes discussed 

above, and can lead to further retreat. All these processes work in reverse, so an initial thickening at 

the terminus can lead to a suppression of calving through reversing the same set of mechanisms. 

Calving can also be promoted by the presence of meltwater plumes at the front. The high melt rates 

that plumes can produce lead to localised higher melt rates that can cut notches into the calving 

front, creating a set of headlands and bays (Todd et al., 2019). The reduced lateral support provided 

to the headlands makes these more vulnerable to calving, as the headlands are under greater stress 

and present a smaller width of ice for any fracture to penetrate through. If plumes occur near the 

slower-flowing margins of the ice, recent work has suggested they can melt back through the 

compressive arch that stabilises the entire front of the glacier, leading to large-scale calving across 
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the entire front with consequent dynamic effects (Cowton et al., 2019); plumes nearer the centre, 

where flow is faster, are unlikely to achieve melt rates higher than the velocity of the glacier, so any 

ice they melt is ice that would soon have calved anyway (Benn and Åström, 2018; Cowton et al., 

2019). Plumes can also contribute to undercutting of the terminus, leading to an unsupported 

overhang that is similarly also primed for calving (O’Leary and Christoffersen, 2013). 

This entire set of interlinked processes is chiefly mediated by the effective pressure at the bed of the 

ice and one of the main factors determining this is the state of the subglacial hydrological system. As 

discussed in Section 2.1.1, a more channelised drainage system will have lower water pressures and 

thus higher effective pressures than a distributed system. Changes in the structure of the subglacial 

hydrological system can therefore counteract or enhance variations in effective pressure occasioned 

by thinning or thickening of the overlying ice. These changes are also themselves mediated by both 

changes in ice thickness and velocity. As an example, thinner ice will make channel formation easier, 

which could increase effective pressure. At the same time, the thinner ice will directly reduce 

effective pressure, increasing velocity and making channel formation harder. Which side of the 

equation dominates is dependent very much on the glacier geometry. Therefore, it is necessary to 

consider all these components of the tidewater-glacier system together. 

Whether changes in the calving event frequency through the above mechanisms lead to retreat or 

advance depends on the rate of calving versus the ice velocity (Cuffey and Paterson, 2010). If the 

calving rate is less than the ice velocity, the terminus will advance and vice versa. A stable calving 

front therefore implies that calving rate and ice velocity are equal. A significant role is also played by 

the geometry of the glacier and fjord bed. If a retreating glacier is retreating into deeper water, the 

water pressure at the base will tend to increase, reducing effective pressure, increasing velocity and 

exacerbating calving and dynamic thinning, all of which will tend to lead to further retreat (Rignot et 

al., 2016). If the glacier is instead retreating upslope, the reverse will be true, tending to limit the 

amount of retreat. Advance follows a similar pattern – advance downslope into deeper water is 

rendered difficult; advance upslope into shallower water is encouraged. These patterns are further 

modulated by the change in width of the fjord as the glacier advances or retreats along it. Retreat 

into a narrowing fjord will concentrate the ice, increasing thickness and making it more firmly 

grounded, which will limit the retreat. Retreat into a widening fjord will instead lead to the ice 

spreading out, thinning it and leading to further retreat. 

The fjord geometry is also a key factor in determining how exposed tidewater glacier termini are to 

warm ocean water, which is often the initial trigger for thinning and retreat (Rignot et al., 2012; 

Seale et al., 2011; Wood et al., 2018). Warmer water is generally present at depths below a few 
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hundred metres, so a shallow sill at the fjord mouth or along its length is an effective barrier that 

protects the glacier from the higher melt rates and potential retreat the warmer water can produce 

(Rignot et al., 2016). These local topographical factors are thought to be the main reason 

neighbouring and ostensibly similar tidewater glaciers in Greenland can display very different 

reactions to the same forcing (Csatho et al., 2014; Mouginot et al., 2015; Rignot et al., 2016). 

This dependence on local factors is particularly relevant to one way of conceptualising the calving 

front of tidewater glaciers: as a self-organised critical system seeking to reach the attractor of 

equilibrium in its phase space (Åström et al., 2014). Actually reaching the attractor is impossible, so 

the calving front oscillates around it, and is therefore in a state of permanent over- or under-shoot. 

In an undershot state, the calving front will advance incrementally, with many small calving events; 

in an overshot state, it will retreat rapidly with large calving events. Perturbations to the system 

move the position of the attractor, so a system that was in undershoot can suddenly find itself in 

overshoot and vice versa, with concomitant effects on its behaviour. Consequently, the stable 

position of any given calving front is highly dependent on local conditions and on small changes in 

these conditions. 

The foregoing discussion makes it clear that calving is the result of a complex interplay of processes, 

which further adds to the difficulty of studying it. Attempts to model calving ideally model it 

explicitly in 3D, by considering the propagation of individual fractures (Åström et al., 2013), but such 

models are very computationally expensive and unsuitable for wider coupled simulations. Therefore, 

modelling calving has focused on 2D simulations (Todd and Christoffersen, 2014) or on developing 

some sort of simple parameterisation for inclusion in 3D models, often related to some combination 

of water depth, ice thickness and glacier width (Benn et al., 2017a; Benn and Åström, 2018), but 

these inevitably fail to capture the full complexity and dynamism of calving. More recent attempts 

have used stress concentrations within 3D continuum models as a proxy for fracture propagation 

and have achieved some success as a middle ground between acceptable computational expense 

and realism (Todd et al., 2018, 2019). However, there is still a dearth of studies that attempt to 

model calving as part of a fully coupled tidewater-glacier system, providing the gap that this thesis 

seeks to address. 

2.2. Modelling Tidewater Glaciers 

Numerical modelling has been touched on in Section 2.1 for the individual components of the 

tidewater-glacier system, but this section aims to give a brief overview of why it is a particularly 

applicable method to the whole system, as well as reviewing progress in the field. Section 2.2.1 
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provides additional detail on the use of inversion techniques within numerical modelling, as the use 

of such methods forms part of Chapters 3, 5 and 6. 

Computer-based modelling of glaciers has been a major tool within the field since it was first 

developed in the 1970s, with the first 3D model presented by Mahaffy (1976). As computing power 

has increased in the intervening forty years, the sophistication and complexity of glaciological 

computer modelling have followed, with recent studies investigating ice at all scales from individual 

glaciers (Favier et al., 2014; Gillet-Chaulet et al., 2016; Larour et al., 2014; Morlighem et al., 2016; 

Shapero et al., 2016; Solgaard et al., 2018) and ice shelves (Khazendar et al., 2015) to entire ice 

sheets (e.g. Arthern et al., 2015; Fürst et al., 2016; Gillet-Chaulet et al., 2012; Stevens et al., 2018). 

Much work has also been undertaken on the theoretical basis of modelling of all kinds (e.g. Ahlkrona 

et al., 2016; Gong et al., 2016; Maxwell et al., 2008; Mcnabb et al., 2012; Mosbeux et al., 2016; 

Passalacqua et al., 2016; Petra et al., 2012; Truffer, 2004) and on comparing the performance of 

different models in the same situation to establish the effect of model bias on results and which 

models perform best in which situations (e.g. De Fleurian et al., 2018; Favier et al., 2014; Gagliardini 

et al., 2016; Gladstone et al., 2017; Mosbeux et al., 2016; Pattyn et al., 2012; Zhang et al., 2017). 

Earlier modelling studies mainly used simplifications or approximations of the Navier-Stokes 

equations to reduce the computing load, such as the Shallow Ice Approximation (SIA) or Shallow 

Shelf Approximation (SSA) (e.g. Rutt et al., 2009), both of which are valid in some cases, but are 

known to perform poorly in environments where it is important to consider the full 3D stress 

balance, such as the terminus region of tidewater glaciers (Gagliardini et al., 2013; Morlighem et al., 

2010). The greater availability of computing power, however, means that full-Stokes, 3D models of 

tidewater glaciers are now feasible and capable of producing more accurate results in these complex 

environments (e.g. Favier et al., 2014; Morlighem et al., 2010, 2016; Gong et al., 2018) 

The reason for this effusion of modelling studies is that computer modelling allows glaciologists to 

overcome some of the issues inherent in the discipline. To begin with, it is the only practical way to 

produce predictions about how a given ice mass is likely to change in the future, which is essential to 

understanding the impacts of global warming and projecting sea-level rise over the coming decades 

and centuries (e.g. Liu et al., 2017; Luo et al., 2016; Price et al., 2011; Stocker et al., 2013). On a 

similar note, it allows hindcasting, i.e. studying the evolution of ice masses in past glacial cycles (e.g. 

Bougamont et al., 2015; Evans et al., 2009; Hubbard, 1999; Kleman et al., 1997; Stokes and Tarasov, 

2010), which also allows validation of the model by applying it to a situation with a known outcome. 

These possibilities mean that modelling also gives us the capacity to conduct ‘What if?’ experiments, 
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which can be of great use in understanding glacial dynamics and the range of possible glaciological 

outcomes where the inputs are uncertain (e.g. Gillet-Chaulet et al., 2012; Stocker et al., 2013). 

On a different note, modelling also allows gaps in observations to be filled in, given that the largely 

remote-sensing-based observational record inevitably contains lacunae due to satellite orbits, cloud, 

and instrument malfunction. It also allows data to be generated for regions that cannot be observed, 

either due to remoteness (e.g. the Polar holes present in many satellite orbits that limit the number 

of observations available; not that these necessarily affect tidewater glaciers as much as the interior 

of the ice sheets) or to access issues (e.g. the calving front or the bed of the glacier). 

Numerical modelling is therefore particularly applicable to tidewater glaciers, being able to handle 

such complex environments and help resolve the lack of observations available for many aspects of 

these important systems, providing the methodological direction for this thesis, which is detailed 

further in Chapter 3. As should be obvious from Section 2.1, the dynamics of tidewater glaciers are 

chiefly the result of the interplay of the evolution of several systems: the ice and fjord geometry, the 

subglacial hydrology and calving, so modelling such glaciers ideally requires explicit incorporation of 

all these systems. 

2.2.1 – Inversion-based Modelling 

One of the particular advantages of modelling referred to in Section 2.2, above, is that it can 

facilitate the study of areas of the glacier that are not amenable to direct observation. This is 

particularly relevant to tidewater glaciers, where many of the key processes take place at the bed 

and the calving front. Both of these environments are very difficult to study otherwise – the bed is 

buried beneath several hundred metres of ice and the calving front is extremely difficult and 

dangerous to approach, as well as having the same problem of inaccessibility for the part below the 

waterline. Therefore, computer modelling is the only practical way of investigating these two crucial 

zones. 

One especial modelling technique is of relevance here: that of using inversions. This refers to the 

practice of taking an easily-observable surface quantity (e.g. surface velocity) and using this to work 

out an inobservable parameter (e.g. the basal friction coefficient). This method was first applied to 

glaciology by MacAyeal (1993) and has become increasingly popular in recent years as computing 

power has grown, with many studies seeking to invert for parameters such as basal friction (e.g. 

Arthern et al., 2015; Gillet-Chaulet et al., 2012; Shapero et al., 2016; Solgaard et al., 2018) or 

viscosity (e.g. Khazendar et al., 2015; Petra et al., 2012). 
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To undertake an inversion, a model requires two components: a forward model and an inverse 

model. The forward model solves the Navier-Stokes equations and the inverse model uses this to 

calculate values for the variable that is being inverted for. There are several different approaches 

used to perform this inversion, but the most popular and the one that is used in this thesis is the 

control method (also called the adjoint method), as used by MacAyeal (1993). Regardless of the 

method used, the inverse model iterates towards a field of the inverted-for quantity that reproduces 

the observed surface quantity. There are an infinite number of possible solutions that could fulfil this 

requirement, so any inverse method requires some sort of optimisation criterion that allows a 

particular solution to be chosen (Truffer, 2004). 

For the control method, a cost function to minimise the mismatch between the observed surface 

values and the modelled values is used to choose the best-possible solution. This approach is 

detailed in Gillet-Chaulet et al. (2012) and Gagliardini et al. (2013) and is summarised here. The 

initial cost function, 𝐽0, is calculated as: 

𝐽0 = ∫
1

2
(|𝑢𝐻| − |𝑢𝐻

𝑜𝑏𝑠|)2

Γ𝑠

𝑑Γ 

(7) 

Where 𝑢𝐻 is the horizontal component of the modelled velocity and 𝑢𝐻
𝑜𝑏𝑠 is the observed velocity, 

both in m a-1. 𝐽0 is not always minimised strictly with respect to the inverted-for parameter, but is 

often minimised with respect to some power function of it to avoid negative values and to produce 

smoother output. 

𝐽0 is also usually subject to some form of regularisation to promote a smoother output at the 

expense of solutions that produce unphysical rapid variations, which also aids model convergence. 

This is often Tichonov regularisation (e.g. Konovalov, 2012) and adds a 𝐽𝑟𝑒𝑔 term to 𝐽0 to give a new 

cost function, 𝐽𝑡𝑜𝑡. 𝐽𝑟𝑒𝑔 is defined as: 

𝐽𝑟𝑒𝑔 = ∫
1

2
(

𝑑𝛼𝑝

𝑑𝑥
)

2

+ (
𝑑𝛼𝑝

𝑑𝑦
)

2

Γ𝑏

𝑑Γ 

(8) 

Where 𝛼𝑝 is the parameter being inverted for. The combined cost function, 𝐽𝑡𝑜𝑡, is thus: 

𝐽𝑡𝑜𝑡 = 𝐽0 + 𝜆𝐽𝑟𝑒𝑔 

(9) 
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Where 𝜆 is a parameter that can be tuned to define the balance between mismatch between the 

modelled and observed velocities (𝐽0) and smoothness (𝐽𝑟𝑒𝑔). The optimal value of 𝜆, which varies 

for each domain, may be found by using the L-curve method (e.g. Gillet-Chaulet et al., 2012; 

Konovalov, 2012). This consists of plotting a graph of 𝐽0 against 𝐽𝑟𝑒𝑔 for a range of values of 𝜆, giving 

a characteristic ‘L’ shape, the corner of which is the optimal value of 𝜆 that gives the best 

compromise between mismatch and smoothness. However, the resulting L curve will often have 

more than one corner, making interpretation subjective, and, in practice, a range of possible lambda 

values will provide a satisfactory output. 

It should also be mentioned that it is theoretically possible to invert for multiple parameters at once 

– for example, it would be useful to better constrain the viscosity field through an ice mass, as well 

as the basal friction coefficient – but this imposes far larger demands on computational resources, is 

complex to implement, and reduces the accuracy of the individual inversions (Petra et al., 2012), so 

will not be considered further here. 

2.3. Observations of Tidewater Glaciers from Radar Interferometry 

Whilst modelling is the main focus of this thesis and is an area that has seen rapid progress in recent 

years, one key challenge is obtaining observations with which the increasingly complex models can 

be validated. The number of inputs required means that most obvious datasets (e.g. surface velocity, 

mass balance or elevation change) have already been used in the modelling process, certainly if 

inversions are undertaken, so are not appropriate to use for validation, meaning other datasets need 

to be considered. One major recent advance in this area is the use of terrestrial radar 

interferometers (TRIs). TRIs are becoming increasingly used in glaciological research as a means of 

obtaining high-resolution datasets, both in space and time, of the terminus of tidewater glaciers. 

TRIs typically operate in the Ku band (𝜆𝑤 = 1.75 cm) and have one transmission antenna and two 

receive antennae, so can be used to derive change over time, i.e. velocity, by feature-tracking 

successive images obtained from the same receive antenna (e.g. Cassotto et al., 2018; Voytenko et 

al., 2017; Xie et al., 2016), and change over space, i.e. DEMs/topography, by comparing 

simultaneous images from each receive antenna (e.g. Cassotto et al., 2018; Walter et al., 2020). 

Spatial resolutions of 0.75 m in range and 8 m at 1 km distance in azimuth are typically achievable 

(Cassotto et al., 2018), whilst temporal resolution can be as high as one observation per minute 

(Walter et al., 2020). This makes TRIs a very useful instrument for observing short-term calving-front 

processes related to calving and expressed as precursory velocity changes or displacement 

(Voytenko et al., 2017; Xie et al., 2016), as well as the form and distribution of calving events 

themselves (Cassotto et al., 2018; Walter et al., 2020). 
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The main consideration with using TRIs is being able to find a suitable deployment position – on a 

stable substrate, facing the calving front and within a few kilometres of it – and, given the 

instrument’s sensitivity, to protect it as far as possible from interference due to natural conditions or 

human activity. One solution is to encase the instrument in a radome (Xie et al., 2016), but siting the 

instrument in a sheltered spot away from generators or drilling equipment is sufficient. 

TRIs do come with several challenges, however: they are large, bulky, expensive instruments that 

require round-the-clock power, which often means the use of generators that further add to the 

instruments’ expense. The amount of data generated – about 100 GB per day at a 3-minute 

temporal resolution – also imposes heavy data storage requirements. Poor siting of the instrument 

can lead to unsatisfactory datasets and the eventual processing of the raw radar data to produce 

useful datasets is computationally expensive. Despite this, TRIs provide one of the few possible 

means of obtaining datasets that can be used to independently validate numerical models, as well as 

unparalleled spatiotemporal resolution. 
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3. Modelling Framework, Code Development and TRI Method 

‘[R]emote upon the edge of sight, and beyond the count of leagues, he glimpsed a mountain, rising 

beyond his mind’s reach into a shining cloud, and at its feet a long surf glimmering. And even as he 

strained to hear the sound of those far waves, and to see clearer that distant light, the note ended[.]’ 

-Of Tuor and His Coming to Gondolin, Unfinished Tales 

This chapter sets out the suite of modelling developments that underpins Chapters 5 and 6, as well 

as the methods used to derive the radar interferometry dataset described in Chapter 4. Section 3.1 

describes the overall modelling problems that needed to be solved to provide context for Sections 

3.2-3.5, with methodological details on the three main avenues of model development provided in 

Sections 3.2 (3D hydrological modelling), 3.3 (dual-mesh simulations) and 3.4 (interfacing with a 

plume model). Section 3.5 details additional code developments undertaken outside the main 

model-development avenues, but which were necessary to the functioning of the fully coupled 

model. The radar processing methods are then presented in Section 3.6.  

3.1. Nature of the Problem 

Modelling tidewater glaciers requires consideration of several processes absent from land-

terminating glaciers, due to the presence of water at the glacier terminus. Two of the most obvious 

are calving and proglacial freshwater plumes fed by subglacial discharge at depth in the fjord. Whilst 

models exist for individual components of the tidewater-glacier system, e.g. Slater et al. (2016) for 

plumes, Werder et al. (2013) for subglacial hydrology, and Todd et al. (2018) for calving, there has 

been little attempt to integrate them until now. Such attempts as there have been (e.g. Vallot et al., 

2017, 2018) have avoided coupling the different components and adopted an off-line approach, 

where each model runs separately and feeds its output to another component. This is because 

coupling the different components within one simulation, particularly coupling the subglacial 

hydrology to glacier dynamics, can lead to prohibitively long model run times, owing to the 

complexity of the resulting set up. In addition, the not-insignificant technical difficulties in getting 

several originally disparate model elements not necessarily first written in the same programming 

language to communicate effectively so that the right output goes to the right input at the right time 

can represent a substantial technical challenge. 

The approach I adopted here to address the first aim of this dissertation was to develop the model 

within the Elmer/Ice modelling suite (Gagliardini et al., 2013); a suite of open-source, 3D, full-Stokes, 

finite-element modelling software. This presented two main advantages: firstly, previous work by 

Joe Todd (Todd et al., 2018; Todd and Christoffersen, 2014) meant that a coupled calving-ice-flow 

model was already available. Secondly, an initial version of Mauro Werder’s Glacier Drainage System 
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(GlaDS) (Werder et al., 2013) subglacial hydrology model had just been introduced to the suite, but 

was only functional for 2D simulations and some (not all) 3D simulations. The key challenges to solve 

were consequently: 

1. Adapt the existing GlaDS code to produce a subglacial hydrological model that worked 

correctly in all 3D simulations. 

2. Work out an approach that allowed calving and subglacial hydrology to interact and run 

successfully in the same simulation. 

3. Develop a new plume model or adapt an existing one, and work out how to integrate this 

with the other components of the simulation. 

The remainder of this chapter provides methodological details on how each of these issues were 

resolved. Section 3.2 considers 3D hydrology; Section 3.3 deals with coupling calving and subglacial 

hydrology; and Section 3.4 details the set-up of the plume model. 

3.2. 3D Hydrology 

3.2.1. The GlaDS Subglacial Hydrology Model 

GlaDS functions by simulating a sheet of water at the ice-bed interface, with the model variables 

being defined at nodes on an unstructured triangular mesh (Figure 2) as is usual within Elmer/Ice. 

This sheet represents the inefficient distributed component of a subglacial drainage system. It also 

models efficient channels explicitly, which are formed on the edge elements of the mesh (Figure 2) 

where the sheet becomes locally thick enough to sufficiently melt the overlying ice. Whether large 

cavities that lead to high sheet thicknesses open is determined ultimately by the balance between 

basal sliding (the opening term) and viscous creep related to effective pressure and, ultimately, ice 

thickness (the closing term). Inefficient drainage is therefore the default model, with efficient 

drainage only appearing when the inefficient system becomes sufficiently water-filled, at which 

point the efficient channels can capture water from the inefficient sheet, potentially leading to a 

reduction in flow in the inefficient network. The channels then evolve independently of the sheet, 

with opening primarily determined by melt caused by viscous dissipation of heat from water flowing 

within the channel and closure again determined by viscous creep related to effective pressure and 

ice thickness. Channels can therefore further expand or collapse back to zero cross-sectional area (in 

which case the model removes them), depending on the subsequent evolution of the hydrological 

system. 
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The edge elements on which channels are formed are otherwise little-used in Elmer/Ice and caused 

repeated problems throughout the code development phase, as detailed further in Sections 3.3 and 

3.4. The difference between the two types of variable is shown in Figure 2. 

 

Figure 2 – Mesh example showing nodes (where most model variables are defined) and edges (where channels are allowed 

to form). 

Full mathematical details on the functioning of the GlaDS model are available in Werder et al. 

(2013), with additional details on its functioning within Elmer/Ice in Gagliardini and Werder (2018). 

These are not presented here, as none of the work I conducted for this dissertation involved 

modifying the existing core of the model, or introducing new mathematical capabilities. However, 

the critical equations for sheet-channel transition and subsequent channel evolution are shown (Eq. 

(10)-(13)), as these are relevant to the discussion in Chapter 6. All are adapted from Werder et al. 

(2013). 

Cavities that form at the ice-bed interface and whose size and presence determine the sheet 

thickness and, ultimately, where channels nucleate, open according to: 

𝑤 = {

𝑢𝑏(ℎ𝑟 − ℎ)

𝑙𝑟
 𝑖𝑓 ℎ < ℎ𝑟

0                𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

(10) 

Where 𝑤 is the opening rate, 𝑢𝑏 is the basal velocity, ℎ𝑟 is the typical bedrock bump height (a model 

parameter – see Chapter 5 for the value used in this thesis), ℎ is the sheet thickness, and 𝑙𝑟 is the 

typical horizontal cavity spacing. 
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Cavities then close by: 

𝑣(ℎ, 𝑁) = 𝐴ℎ|𝑁|𝑛−1𝑁 

(11) 

Where 𝑣 is the closing rate, ℎ is the sheet thickness, 𝐴 is the rheological constant of ice multiplied by 

an order one geometrical factor, and 𝑁 is the effective pressure. 

The opening rate of channels is given by: 

𝑤𝑐 =
Ξ − Π

𝜌𝑖𝐿
 

(12) 

Where Ξ is the potential energy dissipated per unit length, Π is the sensible heat change of the 

water, and 𝐿 is the latent heat of fusion of water. Ξ depends chiefly on the volume of water in the 

channel (if one already exists) and in the sheet within a user-defined distance of the potential or 

actual channel (i.e. the edge element; this parameter is also described in Chapter 5), and therefore 

on local sheet thickness. Π then likewise chiefly depends on discharge in the channel and in the 

surrounding sheet, as well as the local hydraulic and elevation potentials. 

The rate of channel closure, finally, is described by: 

𝑣𝑐(𝑆𝑐 , 𝑁) = 𝐴𝑆𝑐|𝑁|𝑛−1𝑁 

(13) 

Where 𝑆𝑐 is the channel cross-sectional area. 

3.2.2. Internally Extruded Simulation 

The original version of GlaDS adapted for Elmer/Ice by Olivier Gagliardini from Werder et al. (2013) 

only functioned within a 2D simulation, or in 3D if an externally extruded 3D mesh was used (i.e. the 

model was provided with a 3D mesh ab initio). This was problematic, because the calving model 

implemented in Elmer/Ice relies on internal extrusion of a provided 2D footprint mesh to create a 3D 

mesh as part of the simulation. Therefore, it was necessary to adapt GlaDS to work in this case. 

Making GlaDS function correctly for 3D internally-extruded simulations was achieved with some bug 

fixes within the mesh generation section (MeshUtils.F90) of the Elmer/Ice source code related 

to ensuring correct generation and preservation of edge elements on the 3D mesh. This allowed 

GlaDS to run smoothly on the basal boundary of an internally extruded 3D mesh, making it possible 

to move on to the next step in the modelling process. 
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3.3. Coupling Calving and Hydrology 

The version of GlaDS I started working with was already set up to allow two-way coupling between it 

and ice flow. GlaDS requires as inputs both the velocity of the ice and the ice normal stress at the 

bed, ensuring coupling from the ice to the hydrology. Coupling in the other direction is undertaken 

using the effective pressure calculated by GlaDS as an input for a Coulomb sliding law (in 

USF_Sliding.F90) of the form detailed in Section 2.1.1. A further coupling link is provided by 

the use of the basal water pressure calculated by GlaDS as the water pressure variable in 

ProjectCalving.F90, which uses it to work out the extent of basal crevassing; as high-pressure 

water in basal crevasses and the associated hydrofracturing is a key factor in crevasse propagation. 

Whilst this overall simple framework was essentially set from the start, implementing it within a 

coupled calving-hydrology model run required the resolution of some deeper incompatibilities 

between GlaDS and the existing calving code, as detailed in Sections 3.3.1-3.3.3. 

3.3.1. Dual Meshes 

The primary issue with coupling GlaDS to the existing calving functionality within Elmer/Ice was 

related to the way the model used meshes. The calving solver (specifically Calving3D.F90) 

proceeds by detecting a calving event, remeshing the model domain minus the area that has just 

calved, and then interpolating all model variables from the old, pre-calve mesh to the new, post-

calve mesh. This approach was unproblematic for the nodal variables, but could not handle the 

edge-defined channel variables. One possibility was to attempt to modify the interpolation routines 

to function with edge variables, but this was rejected owing to inherent issues. When the remeshed 

post-calve mesh is generated, the nodes and edges all move slightly compared to the pre-calve 

mesh. For nodal variables representing a continuous field, interpolation is then straightforward, as 

the nodal values are simply adjusted slightly to give the same field; for edge variables, which do not 

represent a continuous field, it is not obvious how values should be re-assigned to the new set of 

edges in a manner that will produce a set of values consistent with the pre-calve values. 

Therefore, I took the decision to adopt a dual-mesh approach. All variables related to ice flow and 

calving are defined, as usual, on an internally extruded 3D mesh that can be deformed and 

remeshed using the existing calving code. GlaDS, meanwhile, runs on a separate, static 2D mesh 

representing the basal boundary of the 3D ice mesh. Adopting this approach avoided the 

fundamental issue of interpolating edge variables between pre- and post-calve meshes, but then 

required interpolation of necessary input and output variables between the ice and GlaDS meshes, 

as well as working out a method to represent the moving calving front on the GlaDS mesh. These 

two areas of code development are detailed further in Sections 3.3.2 and 3.3.3, respectively. Several 
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bugs within the existing calving code relating to how it dealt with remeshing when different 

variables were run at different timesteps and when not all variables needed to be considered for 

interpolation also had to be addressed as part of this dual-mesh approach, leading to minor fixes 

across several parts of the source code, principally Calving3D.F90 and CalvingRemesh.F90. 

3.3.2. Interpolation – CalvingHydroInterp.F90 

As described in Section 3.3.1 above, two sets of variables need to be interpolated between the ice 

mesh and the GlaDS mesh: the ice variables required as inputs to GlaDS, and the GlaDS variables 

required to feed back to the ice mesh to ensure two-way coupling. This is achieved with a new solver 

(CalvingHydroInterp.F90) that allocates all the necessary storage and pointers for the 

interpolated variables. This solver then performs the interpolation using a version of 

InterpVarToVar.F90 I modified to allow interpolation between meshes differing in resolution, 

extent and dimension, and then seeks to clean up any interpolation artefacts. The solver will also 

add variables to the main GlaDS mesh that have been read in from rasters, such as the surface 

runoff. Finally, it interpolates and conserves the temperature residual variable from the ice mesh to 

the GlaDS mesh, the reasons for which are discussed in Section 3.5.1. 

The main issue here, which requires further discussion, is the nature of the interpolation artefacts. 

As the GlaDS mesh is usually at a higher resolution than the ice mesh, simple interpolation often 

leads to a few artefacts along the lateral and inflow boundaries, where an obviously erroneous value 

is assigned to some boundary elements and/or nodes. This is particularly problematic for the ice 

normal stress variable, where lateral boundary nodes were occasionally assigned values of 0. This 

then meant that GlaDS interpreted these areas as having very low hydraulic potentials, turning them 

into preferred sites for water accumulation and channel formation, despite their location under thick 

ice tens of kilometres inland. This diverted water from the calving front and also often led to 

numerical instabilities. The solver resolves this issue by, after interpolation, checking for 0 values of 

ice normal stress in grounded areas of the GlaDS mesh (ungrounded areas are discussed in Section 

3.3.3) and simply copying in a non-zero value from one of the other nodes in the same element (or 

the average of the non-zero values if the element has multiple non-zero additional nodes). If all 

nodes in the element have 0 ice normal stress, the average ice normal stress value for the partition is 

used, plus a constant (set to equal 3 MPa for Store, based on a sensitivity analysis). I consider this 

simplification valid, because it only affects a very small number of nodes per simulation, the ice 

normal stress field does not vary sharply, and because these affected nodes are not hydrologically 

important and just need to be prevented from turning into unphysical sinks by being assigned a 

sufficiently high ice normal stress value. 
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3.3.3. Ungrounded Areas and the Calving Front 

The other key issue that coupling GlaDS and the calving code presented was how to represent the 

moving calving front of the ice mesh on the GlaDS mesh and how to handle ungrounded areas from 

a hydrological point of view. The first step to resolving these two linked issues was to ensure the 

static GlaDS mesh covered a larger footprint than the dynamic ice mesh. Calving-front retreat could 

be accommodated within the existing mesh, but the possibility of advance required that the GlaDS 

mesh extended some distance beyond the front of the initial ice mesh. The next step, implemented 

as part of CalvingHydroInterp.F90, was to interpolate the mask of grounded and 

ungrounded areas produced by GroundedSolver.F90 from the ice mesh to the GlaDS mesh. 

The mask marks grounded nodes as ‘1’, the grounding line as ‘0’ and ungrounded nodes as ‘-1’. 

Interpolation, however, leads to values in-between these three categories being created around the 

grounding line, so the solver, post-interpolation, rounds all values to the nearest integer to restore 

the tripartite division of values. This leads to some minor distortion of the grounding line, but this 

would be unavoidable with any form of interpolation. Any errors are then cleaned up by 

CalvingHydroInterp.F90 that, post-interpolation, sets any areas where the ice normal stress 

is equal to 0 to be ungrounded. Given the correction routines for ice normal stress detailed in the 

previous section, this condition is only true on the area of the GlaDS mesh extending in front of the 

calving front, so functions as an effective mask here. 

Interpolation also, again, tends to create artefacts on the lateral margins of the model domain 

farther inland, which, in this case, manifest themselves as small ungrounded areas. I remove these 

by forcing all nodes on the GlaDS mesh more than a certain distance inland from the calving front, as 

determined by the distance (the default is 10 km) from a user-specified reference point, to be 

grounded. I also apply a boundary condition to the lateral margins forcing any ungrounded nodes to 

be grounded (grounding-line nodes remain unchanged). This does mean that the lateral margins of 

the area of the GlaDS mesh extending beyond the front of the ice mesh are also grounded, but this is 

dealt with using boundary conditions, as described below. 

The interpolation of the grounded mask therefore provides a method for GlaDS to keep track of 

where the calving front is and adjust its functioning appropriately. I therefore needed to decide how 

best to deal with these ungrounded areas. There are two kinds of ungrounded areas produced by 

the model: 

• Those connected to the wider fjord (here, represented by those connected to the 

ungrounded area of the GlaDS mesh sitting beyond the front of the ice mesh). 

• Those unconnected to the fjord, i.e. isolated ungrounded patches. 
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For the former, physically, it is reasonable to assume that there is effectively no subglacial hydrology 

of the kind able to be modelled by GlaDS. Any water reaching these areas has left the grounded 

subglacial drainage system modelled by GlaDS and entered some kind of fjord-connected sub-ice 

cavity where it will form a freshwater plume rising up the ice front (discussed further in Section 3.4). 

For the latter, this is not true, as these ungrounded patches are essentially large cavities within a 

subglacial drainage system containing many other cavities, so modelling of hydrological processes 

should continue in these areas. Therefore, I implemented modifications to 

GlaDSCoupledSolver.F90 to set all hydrological variables except water pressure to 0 in 

ungrounded areas. These are reinforced by conditional boundary conditions that also force no 

hydrology in ungrounded areas and which prevent the growth of channels on all boundary edge 

elements, mitigating the forced groundedness of the lateral mesh boundaries. Water pressure in 

ungrounded areas, meanwhile, is set to the hydrostatic pressure, i.e.: 

𝑃𝑤 = 𝑎𝑏𝑠(𝑍𝑏𝜌𝑤𝑔) 

(14) 

Where 𝑍𝑏 is the basal elevation, which is negative below sea level (and therefore negative in any 

ungrounded areas at Store, hence the abs() function). This ensures basal crevasses can still open as 

normal in ungrounded areas and is also more physically realistic. 

This solution does, however, require discrimination between fjord-connected ungrounded areas, 

where this approach is appropriate, and isolated ungrounded patches, where it is not. If this 

distinction is not made, isolated ungrounded patches become unphysical sinks of water, as GlaDS 

cannot model drainage into and out of such areas. This distinction is achieved using a validity mask 

(GMValid.F90), based on BasalMelt3D.F90, which assigns a value of 1 to the mask in all 

ungrounded areas connected to the fjord; everywhere else it is set to 0. Therefore, ungrounded 

areas with non-zero values for the mask variable (and which are therefore connected to the fjord) 

have all hydrological variables set to 0 and are ignored by GlaDS, whilst those with 0 for the mask 

variable (and which are therefore isolated ungrounded patches) are treated as if they were 

grounded and thus continue to have hydrological processes modelled in them. 

3.4. Interfacing with a Plume Model 

The final component of the fully coupled model that needed to be developed was the addition of a 

model to simulate proglacial freshwater plumes at the calving front. The input for these plumes 

comes from the channel flux and sheet discharge variables in GlaDS; the plume model then 

calculates melt rates that are applied to the calving front, making a further link in the model. The 
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plume model itself is described in Section 3.4.1, with the wrapper routine that interfaces with the 

wider Elmer code set out in Section 3.4.2. 

3.4.1. The Plume Model – PlumeSolver.F90 

The plume model I implemented in Elmer/Ice is a version of that presented in Slater et al. (2016). It 

is a 1D Ordinary Differential Equataion (ODE) model that takes an input discharge and models the 

resulting plume, including the melt rates that are extracted and applied to the calving front. The 

model relies on the public-domain ODEPack library of ODE solvers written in FORTRAN 77 and which 

I modified slightly to allow them to compile with the Elmer FORTRAN compiler, which uses the 

FORTRAN 90 standard. Work is ongoing to write an ODE solver within Elmer, but remains to be 

completed. 

The model is set up to simulate a sheet-style plume, rather than a conical plume (Jenkins, 2011), as 

this plume geometry is a better fit for the limited available observations of plume outlets at 

tidewater glaciers (Fried et al., 2015; Jackson et al., 2017). These observations suggest many low, 

broad outlets, rather than discrete, fully channelised outlets, hence my decision to move forward 

with sheet plumes. 

3.4.2. Model Set-Up – PlumeSolver.F90 

The wrapper subroutine that provides inputs to the plume model and extracts the outputs is based 

on one initially written by J. Todd to model fixed, conical plumes with prescribed melt rates. All this 

functionality is maintained, but I undertook a substantial expansion of this skeleton to allow fully 

dynamic modelling of plumes estimated from theory and not simply the conical shapes used by Todd 

et al. (2018). 

The overall strategy adopted by the solver is to simulate a dynamically evolving continuous sheet 

plume along the entire calving front, avoiding any requirement for the user to specify plume 

locations or melt rates. Initially, all the nodes on the grounding line on the GlaDS mesh are identified 

using the interpolated grounded mask, as these nodes are where the plumes will form. Each of these 

GlaDS nodes is then assigned to the nearest grounding-line node on the ice mesh, as this is the mesh 

where the melt rates need to be applied. Of course, the nearest grounding-line node on the ice 

mesh will likely be in a different partition to the GlaDS-mesh grounding-line node under 

consideration, so the solver is forced to consider each GlaDS-mesh grounding-line node one-by-one 

and communicate among all partitions to find the one that contains the nearest ice-mesh grounding-

line node. 
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The solver then discards the GlaDS-mesh grounding-line nodes too far inland, i.e. those that sit on 

the grounding line surrounding an isolated ungrounded patch. It does this by considering two 

parameters: the mesh resolution at the terminus, provided as a solver option, and the distance from 

the target node to the nearest node with a non-zero value for the basal melt rate. As discussed in 

Section 3.3.3, this variable, calculated in the same way as the validity mask created by 

GMValid.F90, works effectively as a mask for ungrounded areas connected to the wider fjord and 

those not. If the distance from the target GlaDS-mesh grounding-line node to the nearest ice-mesh 

grounding-line node is greater than 500 m and the distance from the target node to the nearest 

node with a non-zero basal melt rate is greater than 110% of the mesh resolution at the terminus, 

the node is considered to be on an isolated ungrounded patch and is ignored. Any valid grounding-

line node should have a neighbouring node with a non-zero basal melt rate, so there should be one 

within the distance defined by the mesh resolution at the terminus. The 500 m distance criterion is a 

threshold appropriate for Store, given the distribution of ungrounded areas found at the terminus, 

but may need changing for other settings. 

The discharge available to form plumes at each valid GlaDS-mesh grounding-line node is then 

calculated from the sum of sheet discharge at that node and channel flux in the edges flowing 

towards it. If multiple GlaDS nodes are assigned to the same ice node, their discharges are summed. 

The solver then reads in the ambient conditions, i.e. the temperature and salinity profile of the fjord 

water, from a data file and passes this information and the discharge to the plume model, which 

runs for every ice-mesh grounding-line node with non-zero discharge. The plume model can handle 

non-vertical calving fronts, but the current implementation assumes vertical calving fronts. Non-

vertical fronts are relevant on ice shelves and where extensive ungrounded areas exist, but this is 

not the case at Store. The plume model also requires a set of depths to evaluate the plume at; for 

convenience, these are the depths at which salinity and temperature are defined. 

Once the plume model has run for every relevant node, it constructs a 2D array of plume melt rates, 

with depth below sea level as one axis and distance along the calving front as the other. The latter is 

calculated by working out the major axis of the front – i.e. is it primarily oriented in the x (East-West) 

or y (North-South) direction – and then ordering the ice-mesh grounding-line nodes by the relevant 

co-ordinate. This simplification is unproblematic for fairly straight calving fronts with uncomplicated 

grounding lines, as is the case at Store, but may need modification for more convoluted fronts and 

grounding lines. To apply the plume melt rates to the calving front, the solver then loops through all 

nodes on the frontal boundary of the ice mesh and interpolates a melt rate from the 2D array based 

on the node’s position. First, the solver finds which two plume nodes the target node falls between, 

and then linearly interpolates the melt rate in each plume at the depth of the target node. The 
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solver then linearly interpolates between the two melt values depending on the horizontal position 

of the target node. If the target node is off one end of the plume list, i.e. it is at one margin of the 

calving front and not between two plumes, Gaussian decay from the nearest plume is applied. The 

resulting melt rate is then applied as ablation on the frontal boundary of the ice mesh. 

3.5. Other Code Development 

This section details three other areas of code development that were necessary to ensure the 

coupled model functioned correctly, but fell outside of the main set of problems. Section 3.5.1 

describes the user function that handles the source term for GlaDS – i.e. how much water is going 

into the hydrological system – Section 3.5.2 details how the coupled model simulations can be 

restarted, and Section 3.5.3 summarises modifications made to the code to avoid numerical 

instabilities. 

3.5.1. Water Input – USF_SourceCalcCalving.F90 

GlaDS requires a water source term, which, for a glacier, is going to come primarily from meltwater 

(direct rainfall is not considered in this model, but could be easily added if required). This can be 

runoff from surface melt that has reached the subglacial drainage system through crevasses and 

moulins at the surface, or it can be meltwater produced at the base or internally due to heating from 

friction or strain and the geothermal heat flux. To include both these terms and have them update 

dynamically, I wrote a user function, USF_SourceCalcCalving.F90. This function has two 

switches that allow the user to specify whether to include surface and/or basal melt. Surface melt 

input is taken from a named variable, which will usually be a raster of surface runoff (from RACMO 

data in this dissertation) loaded in separately (direct rainfall could therefore be included simply by 

adding precipitation values to the raster). All runoff is assumed to travel straight to the bed at the 

site of production; in other words, no supraglacial routing is performed. Given the scale of the model 

domain, the resolution of the runoff data (typically 1km by 1km), and the focus on the influence of 

hydrology on calving processes, this is a reasonable simplifying assumption, as transport distance in 

the supraglacial network is typically over relatively short distances (Smith et al., 2015) before it is 

intercepted by a moulin or crevasse. 

Basal and strain melt is calculated from the temperature residual produced by the TemperateIce 

solver (TemperateIce.F90). As the upper temperature limit is set at the pressure melting point 

(PMP), this residual records the amount of excess heat removed by the solver to keep the system at 

or below that limit. Or, to put it another way, the amount of energy that would have gone into 

melting the surrounding ice. This residual is interpolated on to the GlaDS mesh by 
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CalvingHydroInterp.F90, which also ensures that energy is conserved, as simple 

interpolation will lead to the creation of energy, assuming the GlaDS mesh is at a finer resolution 

than the ice mesh. The user function then calculates the amount and location of melt that the 

residual would generate and adds it to the surface melt term to get the total input to the subglacial 

drainage system at each node on the GlaDS mesh. 

3.5.2. Restarting Hydrological Simulations – HydroRestart.F90 

The default Elmer/Ice behaviour is, if multiple meshes are being used in a simulation and a restart is 

requested, to attempt to restart all variables on all meshes. This is not appropriate in this case for 

two reasons. Firstly, for any simulation initialising the hydrology, but using a restart for the ice mesh 

variables, there are simply no restart files for the GlaDS mesh. Secondly, the additional GlaDS 

meshes associated with the two secondary GlaDS solvers and with any solvers that are reading in 

variables destined for the primary GlaDS mesh never need to be restarted, so disabling the default 

behaviour reduces processing time. Therefore, I modified ElmerSolver.F90 and 

ModelDescription.F90 to change the default behaviour to only restarting the primary model 

mesh, which will always be the ice mesh. I also added an option to allow users to vary this if desired 

with a new keyword in the simulation section of the SIF. I then wrote a new solver, 

HydroRestart.F90, that replicates the behaviour of the standard Elmer restart routine and 

associates the right GlaDS variables with the right mesh to ensure a smooth restart. 

3.5.3. Model Stability 

One final issue encountered as part of modelling development was a tendency for GlaDS to generate 

numerical instabilities that manifested as unphysical sheet thicknesses (on the order of 1010 m or 

higher), leading to runaway channel growth and eventual production of infinite values that crashed 

the model run. Some of these were due to the ice normal stress artefacts on lateral boundaries 

described in Section 3.3.2, so removing these improved the simulations. Others, however, were the 

product of channels in the finest-resolution mesh areas (where the resolution is 100 m) growing to 

channel areas greater than the distance between mesh elements and consequently causing issues. 

Therefore, I modified GlaDSCoupledSolver.F90 to limit channel cross-sectional area to 10000 m2 and 

sheet thickness to 100 m to prevent any instabilities from propagating and precipitating a crash. 

Sheets of over a few metres in thickness are unphysical, so the 100 m limit should have no impact on 

‘normal’ model functioning, whilst, assuming a semi-circular channel, 10000 m2 equates to a channel 

with a diameter of ~160 m, which allows channels of the right order-of-magnitude to form, based on 

limited observations (Jackson et al., 2017), without permitting them to reach problematic 

dimensions. 
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3.6. Radar Interferometry 

This section describes the data processing method used to derive the calving record of Store 

presented in Chapter 4. 

3.6.1. Radar Data Processing 

The terrestrial radar interferometer (TRI) used to collect the observations reported in Chapter 4 was 

a Gamma Remote Sensing Ground-based Portable Radar Interferometer II (GPRI-II). This is a Ku-band 

(17.2 GHz; λ=1.75 cm), real-aperture, yaw-rotating instrument that is capable of measuring surfaces 

up to 16 km away with a range resolution of 0.75 m and an azimuthal resolution proportional to 

slant range with a ratio of 8:1000 (i.e., an azimuthal resolution of 8 m at 1 km distance) (Werner et 

al., 2008). The instrument has one transmit and two receive antennas, the receivers being spaced 25 

cm apart, allowing both temporal change (velocity) and spatial change (topography) to be measured. 

The former is achieved by comparing images from the same antenna taken at two different times; 

the latter, used here, by comparing images from both antennae taken at the same time. The exact 

instrument set-up used in this thesis is described in Section 4.3.2; the rest of this section describes in 

detail the data processing undertaken following acquisition of data from the TRI. 

I used the interferogram record from the TRI, processed using the Gamma software suite, to 

generate a sequence of DEMs from which a record of calving events at Store could be extracted. 

Topography was calculated following the method of Strozzi et al. (2012), with the resulting DEMs 

being resampled to a 10m by 10m resolution and reprojected to Cartesian co-ordinates. As the 

measurements from each receiver antenna are contemporaneous, no atmospheric or phase 

displacement corrections are needed (Strozzi et al., 2012). Inspection of the resulting record 

revealed significant phase breaks and changes in orientation of the TRI over the course of the 

observation period, which I ascribe to periods of high winds buffeting the instrument. I identified 

four stable periods, covering the vast majority of the three-week record (18 out of 21 days), within 

which orientation and instrument biases were constant. Rotations were applied to each phase to 

ensure alignment of DEMs, as set out in Table 1. 

Table 1 – Stable phases and applied rotations to ensure alignment. Times are in local time. 

Name Start End Rotation 

Phase 1 18:25 05/07/17 07:18 14/07/17 0 

Phase 2 19:06 14/07/17 23:36 18/07/17 -10° 

Phase 3 14:06 21/07/17 01:03 26/07/17 -3° 

Phase 4 01:09 26/07 11:01 27/07/17 0 
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Initially, I interpolated the DEMs to fill gaps, but further investigation of the files showed that this 

created substantial interpolation artefacts in areas of radar shadow and poor radar return. 

Unfortunately, this included the entire southern half of the terminus of Store, from which returns 

throughout the record were extremely patchy, making analysis of it impossible. I ascribe this to a 

overly acute viewing angle and obstruction by protruding parts of the terminus of Store. I therefore 

restrict the analysis in Chapter 4 to the northern embayment of the calving front (marked on Figure 

4) and avoid interpolation, as problematic artefacts were still created in the northern half of the 

front. This decision means some calving events may be split into several smaller events by no-data 

pixels, but I considered this to be preferable to detecting phantom calving events. I also observed 

significant jump discontinuities in DEM elevation values, which I deleted from the record before 

differencing was undertaken to leave a consistent set of DEMs within each of the phases identified in 

Table 1. Images were deleted based on their mean value, with images with means deviating 

significantly from a baseline established from the majority mean range within each phase being 

removed. 

The lack of reliable returns from large swathes of the calving front and viewing area also meant 

correcting the DEMs against a stable ground control point was essentially impossible, as there were 

no suitable points to use. However, the remaining DEMs are consistent within each phase, so 

relative height changes can be measured with confidence, which is sufficient for the detection of 

calving events, so I did not pursue a solution to this issue. 

3.6.2. Detecting Calving Events 

The remaining DEMs were then differenced within each phase, though no differencing was 

undertaken across different phases. Calving events were then extracted. First, a front mask for each 

phase was produced based on the position of the calving front within each phase, such that other 

areas of the image were masked out. The position of the calving front within the unmasked area for 

each DEM was then digitised using a Sobel filter. Valid calving events were then identified as 

negative changes in elevation of more than 10 m. Additionally, I required them to have at least one 

pixel on the digitised calving front and for the entire event to fall within the unmasked area. As a 

further quality-control step, events of 3 or fewer pixels were filtered out. These steps filtered out 

noise and avoided detection of negative elevation changes produced by serac collapse inland or 

iceberg movement or disintegration in the proglacial fjord. Areal determination was conducted pixel-

wise, with contiguous areas of pixels meeting the above criteria being considered as single events. 
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Finally, the volume of each event was calculated by multiplying the area of each pixel by the 

elevation change, producing a record of subaerial calving volumes and frequencies for the northern 

half of Store’s terminus. 
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4. The Observed Calving Behaviour of Store Glacier 

‘Behold the snow, and the cunning work of frost!’ 

-Ilúvatar, Ainulindalë, The Silmarillion 

This chapter presents results describing the observed calving behaviour of Store derived from the 

radar interferometry dataset using the methods detailed in Chapter 3. This dataset is used for model 

validation in Chapter 7. 

The work presented in this chapter has been submitted for consideration and is currently under 

review by the Journal of Geophysical Research: Earth Surface, and, as such, the text of this chapter is 

taken directly from the submitted manuscript. A methods section is therefore included, which 

summarises the more detailed method presented in Chapter 3 and provides detail on the exact 

experimental set-up used. S. Cook gathered and processed the dataset with guidance from M. 

Truffer. Analysis was performed solely by S. Cook. A. Abellan and T. Chudley provided, respectively, 

the time-lapse and UAV data referred to in this chapter. S. Cook wrote the manuscript with 

supervision and guidance from P. Christoffersen, and all co-authors participated in reviewing and 

editing the final submission. The reference for the manuscript (available on ESSOAr) is: Cook, S., 

Christoffersen, P., Truffer, M., Chudley, T. R. and Abellan, A.: Calving of a large Greenlandic tidewater 

glacier has complex links to meltwater plumes and mélange, preprint, 2020. doi: 

10.1002/essoar.10502452.1. 

4.1. Abstract 

Calving and solid ice discharge into fjords account for approximately half of the annual net ice loss 

from the Greenland Ice Sheet, but these processes are rarely observed. To gain insights into the 

spatio-temporal nature of calving, we use a terrestrial radar interferometer to derive a three-week 

record of 8,026 calving events from Store Glacier, including the transition between a mélange-filled 

and ice-free fjord. We show that calving event frequency doubles across this transition and that the 

interferometer record is in good agreement with volumetric estimates of calving losses from 

contemporaneous UAV surveys. We report significant variations in calving activity over time, which 

obfuscate any simple power-law relationship. While there is a statistically significant relationship 

between surface melt and the number of calving events, no such relationship exists between surface 

melt and the volume of these events. Similarly, we find a 70% increase in the number of calving 

events in the presence of visible meltwater plumes, but only a 3% increase in calving volumes. While 

calving losses appear to have no clear single control, we find a bimodal distribution of iceberg sizes 

due to small sections of ice breaking off the subaerial part of the front and large capsizing icebergs 
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forming by full-thickness failure. Whereas previous work has hypothesised that tidewater glaciers 

can be grouped according to whether they calve predominantly by the former or latter mechanism, 

our observations indicate that calving here inherently comprises both, and that the dominant 

process can change over relatively short periods. 

4.2. Introduction 

Tidewater glaciers in Greenland drain 88% of the Greenland ice sheet (GrIS) (Rignot and Mouginot, 

2012). Ice discharge due to calving from these glaciers is currently responsible for 40% (0.33 mm a-1) 

of GrIS annual net mass loss (global sea-level rise) (Mouginot et al., 2019). While increasing surface 

melt and runoff act to reduce the solid ice discharge due to the thinning it causes, tidewater glaciers 

are discharging more ice into the ocean (King et al., 2018). Therefore, understanding how calving 

occurs and its relationship to other processes in the tidewater-glacier system becomes of central 

importance in forecasting the evolution of the GrIS in the coming decades and century. 

Calving is an important glaciological process in tidewater environments in which glaciers discharge 

ice into fjords and coastal seas. It occurs when extensional stresses at the terminus produce 

fractures that intersect the calving front from either the surface or the base of the glacier (Benn et 

al., 2017a, 2017b). Calving is governed by the flow of the glacier and its setting as well as 

environmental processes that can increase stresses at the terminus, such as buoyancy, surface 

melting or submarine melt undercutting (Benn et al., 2017a; Benn and Åström, 2018). As such, 

calving is a highly complex process that happens with little detectable warning based on small 

changes in one or more of the controlling variables (Åström et al., 2013; Benn et al., 2017b). 

Calving at tidewater glaciers, due to this unpredictable nature, is therefore a difficult process to 

observe directly, meaning that obtaining information about overall rates or controls, which could 

allow the development of simple calving parameterisations, is challenging. Conventional remote-

sensing does not offer sufficient temporal resolution, with satellites typically providing images a few 

days apart and even more recent techniques such as Unmanned Aerial Vehicles (UAVs) several hours 

apart (Chudley et al., 2019; van Dongen et al., 2019; Jouvet et al., 2017). Time-lapse cameras, whilst 

having sufficient temporal resolution, produce 2D imagery that is not easily  converted into 3D 

volumes of calving events (How et al., 2018; Mallalieu et al., 2017; Vallot et al., 2019). Terrestrial 

laser scanning has been used (Pętlicki and Kinnard, 2016; Podgórski et al., 2018), but repeat surveys 

with this technique are problematic due to the large quantity of data in each survey, as well as the 

significant logistical effort required. Continuous and detailed datasets on calving behaviour at 

tidewater glaciers are thus lacking, yet understanding this process is crucial to better prediction of 

tidewater-glacier behaviour and consequent sea-level rise. 
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Modelling calving to this end has progressed rapidly in recent years (e.g. Benn and Åström, 2018; 

Todd et al., 2018), but the lack of continuous and detailed observational datasets makes it difficult to 

validate such models. In this study, we therefore use a real-aperture terrestrial radar interferometer 

(TRI) (Chapuis et al., 2010; van Dongen et al., 2019; Strozzi et al., 2012; Voytenko et al., 2017; Xie et 

al., 2019), located 1 km from the front of Store Glacier (Store) to produce a directly observed, near-

continuous, 3-week record of calving events for a major Greenlandic outlet glacier. The high 

resolution of this technique, both spatially and temporally, allows us to characterise 8,026 calving 

events in terms of size and frequency, while exploring the effect of different environmental factors. 

4.3. Methods 

4.3.1. Study site 

 

Figure 3 – Location of Store Glacier (inset a) and location of TRI (red circle). The study area is outlined in green (inset b). The 

red rectangle represents the area zoomed in on in Figures 5 and 6. Background image from Landsat. 

Store Glacier (Sermeq Kujalleq) (70.4∘ N 50.6∘ W, Figure 3), referred to here as Store, is one of the 

largest tidewater outlet glaciers on the west coast of Greenland. The glacier discharges around 12 Gt 

annually into Ikerasak Fjord (Rignot et al., 2016) in the southern end of Uummannaq Bay. The calving 
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front of Store is 5 km wide, with surface velocities reaching up to 6600 m a-1 (Joughin et al., 2018), 

and is located at a lateral constriction in the fjord on top of a basal pinning point, making the 

terminus position relatively stable (Todd et al., 2019) with no observed retreat since 1985 (Catania 

et al., 2018). This stability makes it an ideal target for developing calving models (e.g. Morlighem et 

al., 2016; Todd et al., 2018; Todd and Christoffersen, 2014; Xu et al., 2013) and for observing 

tidewater-glacier processes in a ‘natural’, i.e. unperturbed setting. However, behind this pinning 

point, Store sits in a deep trough that could condition it for rapid retreat should the front be pushed 

back from the pinning point (Aschwanden et al., 2019). This means Store is additionally interesting, 

as it may provide information on the transition from a stable calving front to a retreating calving 

front in the future. 

4.3.2. Radar set-up 

The TRI used in this study was a Gamma Remote Sensing Ground-based Portable Radar 

Interferometer II (GPRI-II). This is a Ku-band (17.2 GHz, 𝜆𝑤=1.75 cm), real-aperture, rotating 

instrument that has a range of up to 16 km with a range resolution of 0.75 m and an azimuthal 

resolution proportional to slant range with a ratio of 8:1000 (i.e., an azimuthal resolution of 8 m at 1 

km distance) (Werner et al., 2008). The instrument has one transmit and two receive antenna, 

spaced 25 cm apart, allowing measurement of spatio-temporal change in calving-front dynamics. 

Velocity can be computed by comparing images from the same antenna taken at two different 

times; topography, used here, by comparing images from both antennae taken at the same time. 

The GPRI-II was located about 1 km from the glacier terminus on the northern side of the fjord, on a 

rocky promontory overlooking the calving front (Figure 4). A Canon EOS 750D time-lapse camera was 

also installed next to it. The TRI was set to scan at a repeat interval of 3 minutes for 21 days, 

between 18:25 on the 5th and 11:01 on the 26th July 2017.     

 

Figure 4 – Set-up of the TRI overlooking the calving front of Store. 
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4.3.3. Radar data processing 

We used the interferogram record from the TRI, processed using the Gamma software suite, to 

generate a sequence of digital elevation models (DEMs) from which a record of calving events at 

Store could be extracted. Topography, which can be computed from the difference in path lengths 

between the transmitting and receiving antennas, which is related to the measured interferometric 

phase and wavelength of the radar, was calculated following the method of Strozzi et al. (2012), with 

the resulting DEMs being resampled to a 10m by 10m resolution and reprojected to Cartesian co-

ordinates. As the measurements from each antenna are simultaneous, no atmospheric or phase 

displacement corrections are needed (Strozzi et al., 2012). Inspection of the resulting record 

revealed a small number of significant phase breaks and changes in orientation of the TRI over the 

course of the observation period, which we ascribe to periods of high winds buffeting the 

instrument. We identified four stable periods, covering the majority of the three-week record (18 

out of 21 days), within which orientation and instrument biases were constant. Rotations were 

applied to each period to ensure alignment of DEMs, as set out in Table 2. 

Table 2 – Stable periods and applied rotations to ensure alignment. Times are in local Greenland time WGST). 

Name Start End Rotation 

Period 1 18:25 05/07/17 07:18 14/07/17 0 

Period 2 19:06 14/07/17 23:36 18/07/17 -10° 

Period 3 14:06 21/07/17 01:03 26/07/17 -3° 

Period 4 01:09 26/07 11:01 27/07/17 0 

 

To identify calving events, we difference consecutive DEMs produced at each timestep within the 

above periods (Table 2). Initially, we interpolated the DEMs to fill gaps, but this created substantial 

interpolation artefacts in areas of radar shadow and poor radar return. We therefore avoid 

interpolation and restrict our analysis to the northern embayment of the calving front (inset b. in 

Figure 3), as the southern embayment was frequently obstructed through the study period by the 

protruding terminus of Store Glacier, and did not generate good-quality radar returns. This decision 

means some calving events may be split into several smaller events by no-data pixels, but means 

that we avoid false positive events. Where DEMs showed anomalous differences (tens of metres of 

change or more in static surfaces) in elevation values, they were deleted from the record before 

differencing was undertaken, to leave a consistent set of DEMs within each of the periods identified 

in Table 2. 
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Although no ground control was reliably available within the viewing angle, we have confidence in 

the data as the remaining DEMs, when considered consecutively, do not show decorrelation within 

each period. Relative height changes can thus be reliably measured, which is sufficient for our 

purpose, so we did not pursue a solution to this issue. 

To identify calving events, the remaining DEMs were then differenced within each period, though no 

differencing was undertaken across different periods. Calving events were then extracted. First, a 

mask of the ice front position for each period was produced, leaving the area around the calving 

front, where calving events would be detected, unmasked. The position of the calving front within 

the unmasked area for each DEM was then digitised using a Sobel filter. Valid calving events were 

identified as negative changes in elevation of more than 10 m with at least one pixel on the digitised 

calving front and entirely within the unmasked area. Additionally, events of 3 pixels or fewer in area 

were filtered out. These steps filtered out noise and avoided detection of negative elevation changes 

produced by serac collapse inland or iceberg movement or disintegration in the proglacial fjord. The 

area of each event was then calculated by summing up the number of contiguous DEM pixels 

meeting the above criteria. 

Finally, the volume of each event was calculated by multiplying the area of each pixel by the 

elevation change, producing a record of subaerial calving volumes and frequencies for the northern 

half of Store’s terminus. This method therefore imposes a minimum detectable calving event size of 

4000 m3, so smaller events are not part of the analysis in this paper. To support the time-series data, 

we compare it to total daily surface melt from the Store drainage basin from RACMO 2.3p2 data (van 

Wessem et al., 2018). We also manually examine the TRI footage to determine when the majority of 

the northern side of the calving front and fjord were mélange-covered and when at least one plume 

was visible in the area. Counts and volumes of ice-covered and ice-free periods, and of plume-visible 

and plume-absent periods, were subsequently standardised to enable direct comparison. 

4.4 UAV and time-lapse data 

For comparison and validation, we combine TRI data from Store with DEMs produced 

photogrammetrically with a 20 cm resolution from contemporaneous UAV surveys. Overlapping 

imagery was captured using a Sony α6000 camera mounted on a Skywalker X8 2m fixed-wing UAV. 

Flights were flown at an altitude of ≈450 m a.g.l., targeting a ground sampling distance of ≈11 cm, a 

forward overlap of 80%, and a sidelap of 60%. 3D models were produced using Structure-from-

Motion with Multi-View Stereo (SfM-MVS) photogrammetry using Agisoft Metashape software. 

Models were geolocated via aerial triangulation using a L1 carrier-phase GPS receiver mounted on 

the UAV, post-processed kinematically against a bedrock-mounted GPS base station. For a full 
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outline of the methods, see Chudley et al. (2019). We use DEMs produced from flights over the 

calving front at 2017-07-12 at 22:00 and 2017-07-13 at 10:00 WGST. Calving volumes were 

calculated by differencing the two DEMs, manually delineating the calved area and then multiplying 

the area of each pixel by the elevation change. Volumes are uncorrected for advance in the position 

of the glacier front, as the high temporal sampling rate makes this quantity negligible compared to 

ice loss. 

In addition, we used time-lapse camera images taken at 5-minute intervals throughout the field 

season, including the 12 hour period separating the two UAV surveys. 

4.5. Results 

4.5.1. Comparison of TRI with UAV and time-lapse data 

 

Figure 5 – Comparison of calving loss detection across UAV and TRI datasets. Panels a and b show a large-scale calving loss 

from UAV-derived DEMs acquired across a 12-hour period; panel c  shows the difference between panels a and b. Panels d 

and e show the same calving loss on TRI-derived DEMs; panel f shows the difference between panels d and e Panel g shows 
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the location of the calving at the front of Store (red box) and the bed DEM (see Chapter 5 for its derivation) used in volume 

calculations. The black line is the approximate outline of the calving front of Store. 

 

Figure 6 – Comparison of specific calving-event detection across time-lapse and TRI datasets. Panels a-c show a smaller 

constituent calving event of the total loss in Figure 5  from time-lapse imagery; Panels d-f show the same event from the 

TRI’s perspective (event denoted by green circle). Panels g-i show the largest constituent calving event of the loss in Figure 5 

from time-lapse footage; Panels j-l show this event from the TRI’s viewpoint (inside green box). 

Before extracting the full TRI record of calving events, we compare the TRI observations against two 

contemporaneous high-precision DEMs from UAV surveys separated by 12 hours and time-lapse 

camera images captured sequentially during this period (Figure 5). The UAV-derived DEMs (Figure 

5a-c) show a distinct change in the terminus position, but cannot specify whether calving occurred 

as a single large event or multiple smaller events for the total  ≈1,250,000 m3 in  subaerial volume 

loss calculated by differencing the DEMs. This is resolved by the TRI, which captured identical frontal 

positions (Figure 5d-f) and how terminus geometry changed (Figure 6). With data acquired every 3 

minutes, the TRI record reveals a total of 48 individual calving events over the 12-hour period. Figure 
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6a-c and Figure 6d-f show one of the smaller constituent events, from the perspective of the camera 

and TRI, respectively, and Figure 6g-i and Figure 6j-l show the largest constituent event, which 

generated about 40% of the total subaerial volume loss detected over the 12-hour period. As can be 

seen, the time-lapse and TRI footage both agree on the timing of the calving events. Only 6/48 

(12.5%) of the events exceeded a size of 5x104 m3 (Figure 7), but these larger events were 

responsible for 56% of the volume loss across the 12-hour period. The smaller events, whilst seven 

times more numerous, contributed less than half (44%) of the volume of ice calved. 

 

Figure 7 – Cumulative distribution function (right axis) and histogram (left axis) of frequency-magnitude relationship of 

single set of calving events at Store from 22:17 12/07/17 to 10:15 13/07/17. Compare with Figure 8 below. Size refers to 

the observed subaerial volume. 

The total subaerial ice volume loss detected by differencing the two UAV DEMs is 1,266,000 m3. 

When we sum up all the events within the same area detected by the TRI we obtain a total subaerial 

ice volume loss of 1,240,000 m3, which is a discrepancy of only 2% compared to the independent 

UAV method. Assuming that the calving front remains close to vertical, and using the bed DEM 

shown in Figure 5g, we estimate that the accompanying submarine volume loss is 11,900,000 m3, 

giving a total calving volume of 13,150,000 m3. Given that the submarine loss is ≈9 times the 

subaerial loss derived from the UAV and TRI DEMs, the setting of the glacier is close to floatation. 

4.5.2. Calving magnitude-frequency distribution 

Over the entire three-week period of observations, we find a total of 8,026 calving events with a 

mean size of 48,428 m3 (Figure 8). Two thirds of the events by frequency are under 50,000 m3 in 

subaerial volume, but these only account for 15% of the total volume loss. Very large events, over 
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500,000 m3 in subaerial volume, are very rare, totalling only 35 in the record, or 0.4% of total events, 

but are responsible for a disproportionate 8% of total volume loss. The middling third (50,000-

500,000 m3) of events by size are consequently responsible for the vast majority of total volume loss, 

at 77%. 

 

 

Figure 8 – Cumulative distribution function (right axis) and histogram (left axis) showing size-frequency relationship of all 

detected calving events observed at Store from 5th July to 27th July 2017. Dashed black bars show posited actual size of 

full-thickness calving events represented by the second peak in the distribution. Dashed black line shows the cumulative 

distribution function based on the dashed bars rather than the equivalent red bars. Compare with Figure 7 above. 

4.5.3. Time-varying behaviour in calving 

Considering the distribution of calving events over time (Figure 9), we observe low calving activity of 

<200 events per day prior to 8 July when the fjord was still frozen and filled with mélange. On the 

8th, when the mélange broke up, calving activity immediately increased to 300 events, mostly driven 

by an increase in larger (>105 m3) icebergs. From the 9th to the 14th, calving activity increases further, 

to ≈400 events per day, with a continued high proportion of larger events. From the 15th to the 17th, 

calving activity declines back to ≈300 events per day, with an especial reduction in the number of the 

largest (>10 6 m3) category of events, before starting to increase again, on the 18th, with a doubling in 

the number of the smallest (103-104 m3) events. Due to weather interference (high winds buffeting 

the TRI), there is a data gap on the 19th and 20th. However, the 10 hours of data collected on the 21st 

show a day of significant calving activity (Figure 9). Calving volumes peak with a value of nearly 

2,000,000 m3 on the 22nd while the daily number of events peaks on the 24th at 721, or 30 events per 
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hour. In general, the number and volume of calving events remain high between the 18th and 24th, 

though volumes are lower from the 23rd onwards. 

 

Figure 9 – Time series of calving events at Store. a Bars stacked by volume of event. Daily counts are shown by red bars; 

cumulative volumes by the blue bars. b Hourly calving rate. Note greater calving activity from the 9th to the 14th. 

A possible trigger for calving activity is the weather or, more specifically, surface melt variations due 

to changes in air temperature, as greater surface melt is hypothesised to enhance the depth of 

surface crevasse penetration (Benn and Åström, 2018). We examine this by plotting calving counts 

and volumes (Figure 10) against surface melt for the Store basin, derived by integrating surface 

runoff from the RACMO dataset across the Store basin. Ignoring days with incomplete or no calving 
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data, we find correlation coefficients of 0.42 for the counts, which is significant at the 95% 

confidence interval, but only 0.12 for the volumes, which is statistically insignificant. 

 

Figure 10 – Time series of calving events and surface melt derived from RACMO 2.3p2 data. a shows calving counts (red 

bars) and b calving volumes (blue bars). 

To examine any diurnal variation in calving activity, we pick four days (Figure 11), each 

representative of one period of calving activity: the 6th, for the pre-mélange-break-up state of 

calving; the 11th, in the period of sustained higher calving following break-up; the 15th, in the 

following period of lower calving; and the 23rd, for the second period of higher calving. 
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Figure 11 –  Time series of calving binned by hour from a 06/07/2017 (before mélange breaks up), b 11/07/2017 (high 

calving activity following mélange break-up), c 15/07/2017 (reduced calving activity), and d 23/07/2017 (renewed high 

calving activity). 

As Figure 11 shows, there is very little discernible consistent pattern in calving activity; the only 

consistent feature across all four days shown is a peak in counts and volumes at 12:00 ± 2 hours 

WGST. On the 6th July (Figure 11a), whilst the mélange was still intact, the midday peaks occur at 

12:00 (counts) and 13:00 (volumes), with very little calving for the whole morning (only 01:00 

exceeds a rate of 10 events per hour). Calving then drops off into the afternoon before reviving from 

17:00 through the evening. On the 11th July (Figure 11b), after mélange break-up, we see high 

calving all day, with both midday peaks at 12:00, followed by another peak at 14:00. The later 

afternoon and evening are more variable than the morning, but calving event frequency only falls 

well below 15 per hour at 17:00 and 22:00. In the lull in calving activity following the post-break-up 

peak, represented by the 15th July (Figure 11c), calving counts show little discernible pattern, though 

are perhaps consistently higher in the morning than the evening; rates per hour, however, stay 

below 20 for nearly the whole day. Calving volumes show a clearer morning peak, midday peak (at 

10:00) and then an evening peak, with reduced activity in-between these. In the final period of 

calving we observe, the second period of high activity, as shown for the 23rd July (Figure 11d), we see 

once more a clear midday peak at 12:00, with an afternoon depression in both calving counts and 

volumes. Evening and morning activity, though, are broadly comparable. We also investigated 

whether a link between the tidal cycle and calving activity could be discerned, but found no 

statistically significant relationship in this dataset. 
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4.5.4. Spatial variations in calving 

 

Figure 12 – Calving event counts and volumes on average per day: a when mélange is present compared to when it is not. 

Note how mélange presence suppresses calving; and b when plumes are visible compared to when they are not. Note how 

plume presence leads to more, smaller and mid-size calving events. 

Two major factors that are hypothesised to influence calving event frequency are the 

presence/absence of mélange in the fjord and of active meltwater plumes fed by subglacial 

discharge. We assess the impact of both of these at Store by comparing calving counts and volumes 

for periods of mélange presence and absence and of visible plume presence and absence (Figure 12). 

In both cases, the counts and volumes are expressed as an average rate per day. We observe more 
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than a doubling in the number of calving events in the absence of mélange (from 271 events per day 

with mélange to 588 events without), compared to when it is present, and a concomitant 44% 

increase in volumes. In the presence of visible plumes, the number of calving events increases by 

70%, from 395 per day to 672, but the volume loss from these events only increases very slightly, by 

3%, compared to when no plumes are visible. 

4.6. Discussion 

4.6.1. Calving behaviour 

The observed magnitude-frequency distribution of calving shows a positively skewed relationship 

(Figure 8): there are far more smaller events than larger ones, though the rarer larger events 

account for most of the volume loss. The smaller events mostly represent occurrences similar in 

style to that shown in Figure 6a-f, i.e. detachment of relatively small blocks of ice from the subaerial 

portion of the calving front that then fall into the fjord. The larger events are instead exemplified by 

Figure 6g-l, where entire sections of the front peel off and topple over. No large tabular-style calving 

events are observed here; at Store, these events usually happen on the floating southern part of the 

calving front and not on the grounded northern section analysed here (Todd et al., 2018). Contrary 

to other observations (Åström et al., 2014; Chapuis and Tetzlaff, 2014), the calving events discussed 

here do not follow a clear power-law distribution (Figure 8), with the cumulative distribution across 

the entire dataset suggesting a bimodal sequence of calving events (Figure 13). One peak is at a 

magnitude of the order of 104 m3, with another on the order of 105 m3. We hypothesise that the first 

peak represents the smaller calving events described above, where only a (relatively) small subaerial 

portion of the calving front calves. The second peak then represents the larger calving events in 

which a larger portion of the front breaks off. We explain the bimodal event size distribution (with a 

paucity of intermediate sized events) to be due to the mechanics of fracture propagation: if a 

fracture reaches the waterline, it will usually fill with water, which will propagate it deeper, which 

will further increase the water pressure in a positive feedback. It is also possible that surface 

fractures will intersect basal crevasses that propagate upwards from the base (Todd et al., 2018). 

Both of these mechanisms can generate large, full-thickness calving events. The first peak 

consequently represents those events where the initiating fracture does not reach the waterline, 

limiting calving to detachment of blocks on the subaerial region of the calving front; the second peak 

represents those where the fracture has reached the waterline and continued to the base, or 

intersected a basal crevasse, resulting in events that are an order of magnitude greater or even 

larger. Because our observations are limited to the subaerial portion of the front and we know the 

terminus is close to floatation, the larger events reported with a modal peak of 105 m3 may be the 
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subaerial portion of events with a true modal size closer to 106 m3 (as shown by dashed black lines in 

Figure 8).  As such, intermediate events are rare, because detachment of blocks can only be so large 

(i.e. a few tens of metres of ice thickness across a small section of the front) whereas the large 

toppling of bergs can only be so small (i.e. hundreds of metres of ice thickness across a larger portion 

of front). 

Returning to how previous calving datasets have shown a power-law distribution for the magnitude-

frequency of events, we hypothesise that this is due to the relatively short duration of previous 

observations. The bimodality we observe here is a result of two characteristic iceberg size 

distributions: one being small blocks of ice falling off the front due to instability from fractures that 

are tens of metres deep and the other being larger bergs forming when fractures penetrate the 

whole ice-column. Superimposed on this bimodality is a time-varying calving behaviour (Figure 13). 

In the days leading up to mélange break up on the 8th, this bimodality is evident in a similar pattern 

to that found for the whole dataset. Thereafter, from the 8th through to the 13th, there is a higher-

than-average representation of the larger class of calving events while the smaller class is under-

represented, before the 14th returns to near the overall distribution. After the 14th, however, the rest 

of the dataset tends towards a relative under-representation of the larger events, while the smaller 

events are more frequent than average. Therefore, if our observations had been limited to a few 

days only, e.g. as shown in Figure 7, we might have concluded that a power law fitted on the slope of 

the cumulative distribution function would be an accurate representation of the data; yet this slope 

varies greatly over the period of observations (Figure 13). We therefore suggest that, to get an 

accurate picture of the calving distribution at a tidewater glacier, detailed observations of calving 

need to be maintained for at least a week, ideally for a fortnight or even longer. Shorter 

observational periods run the risk of missing out on aspects or distinct periods of calving behaviour 

or of attempting to fit a single power law to a distribution that might have multiple distinct causes, 

each best-represented by a single power law. In the case presented here, a separate power law, 

based on the variety of cumulative distribution functions we observe (Figure 13), would be needed 

for a) the system before mélange break-up (5th-7th), b) the system in the immediate aftermath of 

mélange break-up (8th-14th), and c) the system in the later post-break-up period (15th-27th) (Figure 

10, Figure 13). Doing so, we find best-fit power laws with exponents of 0.53, 0.64 and 0.57, 

respectively, and R2 values of 0.58, 0.73, and 0.44, respectively, suggesting that this calving dataset is 

mostly poorly represented by power laws, with the possible exception of the immediate post-

mélange-break-up period, though, even in this period, we still observe pronounced bimodality. 
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Figure 13 – Cumulative distribution function for calving events observed from 5th July to 27th July 2017, with coloured lines 

denoting distribution on specific days and dashed green line showing the overall distribution. Notice how days earlier in the 

observation period cluster below the overall average distribution, whereas those later in the period cluster above it. 

4.6.2. Calving controls 

The TRI record from Store provides some interesting information on the global distribution and 

controls on calving. We find a sustained 6-day period of higher calving activity in the aftermath of 

mélange break-up on the 8th July (Figure 9), with rates more than doubling compared to before 

break-up. Previous modelling work on Store (Todd et al., 2018) suggests this corresponds to the loss 

of backstress from the mélange, which provides a resisting force when the mélange is rigid. When 

the backstress is lost, this force disappears, facilitating crevasse propagation of sufficient depth to 

trigger detachment of full-thickness sections of the front (Amundson and Truffer, 2010). As such, we 

find the highest proportions of the largest events at this time, with the largest two categories of 

events (>105 m3 in terms of subaerial volume and potentially >106 m3 in total volume) making up an 

average of 33% of all events between the 9th and the 12th, inclusive, compared to an average of 24% 

beforehand and 11% afterwards. We then see a period of renewed calving intensity from at least the 

21st to the 24th, this time predicated on smaller events, which seems to tail off on the 25th and 26th 

before possibly starting to pick up again on the 27th, the very last day of the record. An interesting 

perspective on this behaviour is provided by the theory of calving fronts as self-organised critical 

systems (Åström et al., 2014; Chapuis and Tetzlaff, 2014), whereby the front continually oscillates 

around a critical point that is determined by the environmental boundary conditions – air and water 

temperature, bed topography, glacier geometry, etc. Fronts that are subcritical will tend to move 
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towards the critical point, building up instabilities and manifesting small-scale, subdued calving 

behaviour. At some point, the calving front will find itself in a state of supercriticality due to a 

change in the environment or as it overshoots the critical point, which produces large-scale, 

sustained calving as the system adjusts back towards the critical point. Here, therefore, removal of 

the mélange can be interpreted as shifting the critical point of the system, suddenly placing the 

calving front of Store in a position of overshoot, and therefore supercriticality, manifested through a 

series of large calving events (the initial period of strong calving from the 8th-13th). The now-

subcritical system then steadily re-advances towards the critical point, building up instabilities as it 

does so, and exhibiting small calving events (the quieter period of calving from the 14th to the 18th). 

Although greater calving activity is observed subsequent to this until the end of the record (the 19th 

to the 27th), the shape of the cumulative distribution functions (Figure 13), with a marked dominance 

of smaller events, suggests this is a prolongation of the subcritical phase, rather than a return to 

supercriticality. 

This theory also helps to explain the very poor correlation found between calving event size and 

amount of surface melt (Figure 10). Whilst there is statistically significant correlation between 

surface melt and the number of calving events (Figure 10a), there is none between surface melt and 

the volume of events (Figure 10b). Increased surface melt should enhance fracture propagation by 

increasing the amount of water available for hydrofracturing at the surface, or by generating more 

vigorous freshwater-plume circulation at the front, leading to increased submarine melting and 

undercutting (O’Leary and Christoffersen, 2013) – this link is discussed further, below.  Hence we 

would expect to find a link between surface melt and counts of calving events. Whether these 

fractures grow in such a way as to produce large or small calving events, however, would seem to be 

primarily determined by other factors, such as whether the system is in a subcritical or supercritical 

state. 

A link between surface melt and calving activity is also observed (Figure 10), as shown by the 

consistent appearance of a midday peak, the most plausible explanation for which is that this time of 

day has the greatest amount of insolation and therefore surface melt, thus driving fracture 

propagation. However, this midday peak is the daily peak on only two out of the four days examined 

in Figure 9: the 11th and 23rd July (Figure 11b and Figure 11d); on the other two days, the daily peak 

occurs at 19:00-20:00 (6th July; Figure 11a) and 02:00-03:00 (15th July; Figure 11c), reinforcing the 

conclusion that surface melt is just one driver of calving and not necessarily the most important. 

We also examine two important factors contributing to the criticality of the system (Figure 12). In 

accordance with the pattern of activity observed in Figure 9, we find much stronger calving activity 
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in the absence of mélange compared to when it is present (Figure 12a; compare Figure 9). One point 

worth noticing is that the largest of two observed modal peaks in calving accounts for a greater 

proportion (28%, representing 888 events) of the total calving count when mélange is present 

compared to when it is not (15%, representing 1041 events), suggesting that mélange presence 

preferentially suppresses smaller events, but is relatively ineffective at holding back larger events, 

which will calve regardless once they become sufficiently unstable. 

However, a calving front exhibiting self-organised critical behaviour near its critical point should 

show calving activity that follows a power-law distribution with exponents in the range 1.06-1.46 

(Åström et al., 2014), which we do not observe in this study. On the other hand, we do observe 

qualitative changes in calving behaviour between a likely subcritical calving phase (5th-7th; dominated 

by smaller events), a likely supercritical phase (8th-14th; dominated by larger events) and a second 

subcritical phase (15th-27th; dominated by smaller events), with the period of subcriticality 

representing over 2/3 of the record duration. These features are consistent with a calving front 

operating in a self-organised critical regime (Åström et al., 2014). It is also worth noting that, for 

grounded tidewater margins, which is the relevant category for the northern part of Store’s calving 

front, the power law is expected to display an exponential cut-off for calving events with volumes 

over 104 m3 (Åström et al., 2014). If we only consider the events below this volume threshold and 

repeat the power-law analysis described in Section 4.6.1, we find R2 values of 0.83, 0.77, and 0.78, 

respectively. These represent a significant improvement in R2 values for the two putatively 

subcritical phases and little change for the putatively supercritical phase, which is consistent with 

grounded calving fronts operating in a self-organised critical regime (Åström et al., 2014). The 

power-law exponents, however, jump to 3.66, 3.73 and 3.64 when considering events below this 104 

m3 threshold, which is much higher than expected. We attribute this to our processing method 

excluding events below 4000 m3 in size, distorting the tail of the distribution. Therefore, we suggest 

that the calving front at Store exhibits behaviour that is at least qualitatively consistent with self-

organised criticality and potentially provide quantitative support for this. This point also reinforces 

our assertion that calving behaviour changes over time and thus cannot be necessarily well-

represented or modelled by a short time series of observations. 

We additionally show that visible active meltwater plumes, driven by surface melt, encourage more 

frequent calving events (Figure 12b), possibly as a response to undercutting of the calving front, as 

described above. What is less intuitive is that the increase in the number of events is associated with 

barely any increase in the volume loss from calving. The presence of plumes in this study greatly 

increases the number of smaller (<105 m3) calving events at the expense of the larger events (>105 

m3), which fall from 24% (representing 909 events) to 11% (representing 730 events) of the total 
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event count. We attribute this to plume-induced melting making it ‘easier’ for blocks and small 

vulnerable sections of the front to break off, removing them consecutively in a relatively high 

number of events before instabilities can build up in the ice and thereby reducing the frequency of 

large calving events. This does not mean plumes reduce the total mass loss as we are unable to 

observe the quantity of ice lost by plume-induced melting, or calving, taking place below the 

waterline. The finding does, nonetheless, highlight that the relationship between plumes and calving 

is not as straightforward as previously proposed (O’Leary and Christoffersen, 2013). 

Also, the bimodal distribution of iceberg sizes found in this study of Store shows that classification of 

glaciers into types that produce either small magnitude icebergs by serac failure or large icebergs by 

full-thickness capsizing slabs, with Store falling in the latter category (Fried et al., 2018), may be too 

simplistic since both types of events are observed to occur frequently at Store. While it is possible 

that some glaciers will calve mostly by one mechanism and that others will calve mostly by the 

other, our TRI record from Store indicates that the calving mechanism inherently comprises both 

and that the predominant calving style can change from one type to the other over relatively short 

periods. This finding is a result of the extremely high resolution of the TRI, which recorded calving 

every 3 minutes. While our UAV investigation showed a subaerial volume loss of 1,250,000 m3 from 

a frontal retreat between two surveys separated by 12 hours (Figure 6), the TRI showed this retreat 

was comprised of 48 individual events and that iceberg sizes varied by two orders of magnitude or 

more (Figure 7). This finding indicates that there are inherent limitations in the use of remotely 

sensed images to discern calving styles and that classification of calving glaciers may regure size-

frequency distributions and assessment of probability (Figure 8, Figure 13).  

4.6.3. Limitations and validation 

This study has produced one of the longest records of calving from the use of a TRI. The instrument 

captured calving events occurring over half of the calving front of Store during three weeks in July 

2017. Overall, we found a very good agreement between the volumetric loss of ice in a multitude of 

calving events with those estimated from the UAV-derived DEMs produced at a 0.2 m resolution 

(Figure 5, Figure 6). This gives us confidence that the TRI was successful in identifying calving events 

on the northern side of Store and that the TRI analysis has produced accurate volumetric estimates 

However, due to the 5-km-wide calving front, it was not possible to also survey calving taking place 

in the southern half of the terminus, where numerical modelling indicates the largest, tabular-style 

calving events are most likely to occur (Todd et al., 2018). However, our study shows that the 

northern terminus is very close to floatation and thus that the differences between southern half 

and northern half may not be so pronounced. 
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The data processing method for the TRI data also introduces some errors – notably, we are unable to 

distinguish events smaller than 4000 m3 in volume and some events near this limit may have been 

erroneously excluded from the analysis. A more fundamental issue is that, obviously, the TRI only 

provides information on the subaerial volumes of calving events, which means the identified 

volumes of the larger events are only partial. As computed in Section 4.5.1, we find a nine times 

greater submarine calving volume than the subaerial volume from UAV and TRI DEMs for the 

sequence of calving events displayed in Figure 4 and Figure 5. This shows that the calving front in 

this location is at or very close to floatation, and hence that the observed modal peak in the 

subaerial calving volume of larger events represents only 1/10th of the actual iceberg size. The modal 

peak of the smaller iceberg size may, however, be close to the actual volume given that these events 

represent relatively small blocks falling off the front.  

4.7. Conclusion 

We present a novel 3-week-long record of calving events at Store Glacier from a TRI survey that 

includes the transition from a mélange-filled proglacial fjord setting to a mélange-free environment. 

The record includes a total of 8,026 calving events with a mean volume of 4.8 x 104 m3. Maximum 

calving event frequency peaks at 30 events per hour, or 720 per day, with an average rate of 17 

events per hour, or 408 per day. This dataset suggests mélange presence preferentially suppresses 

smaller calving events and that mélange break-up leads to a prolonged period of higher calving 

activity at Store, with calving event frequency near-doubling in ice-free conditions. We assess the 

reliability of this dataset by making a comparison to a set of calving events independently recorded 

across a 12-hour period in UAV data and find a mismatch of only 2%, giving us confidence in the 

validity of the results presented here. With the TRI capturing calving events in high resolution, both 

spatially and temporally, we find a bimodal size-frequency distribution of events that reflects two 

specific types of calving: blocks and relatively small sections of ice breaking off the subaerial part of 

the terminus with a characteristic modal size of 104 m3, and much larger icebergs released from full-

thickness failure. While the observed modal size of the latter is 105 m3, we estimate the actual 

volume to be closer to 106 m3 since our observations capture only the subaerial portion of the 

terminus, which is at or near floatation. However, we find the predominant type of calving can 

change from small to large events over relatively short periods.  

With both temporal and spatial variability in calving at Store, our observations do not support any 

simple power-law relationship between iceberg size and frequency. Instead, we observe a complex 

relationship between calving and the presence of visible meltwater plumes at the calving front. 

Plume presence leads to 70% more calving events, but the subaerial volume of ice detaching from 
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the terminus in these events only increases by 3%. We relate this to reduced support due to plume-

induced melting allowing unstable ice blocks to calve earlier than they might otherwise have done. 

We further find little relationship between surface melt and calving volumes, though a statistically 

significant one between surface melt and calving counts, again indicating the complexities 

underlying calving behaviour. 
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5. Modelled Subglacial Hydrology of Store Glacier 

‘We fought far under the living earth, where time is not counted. Ever he clutched me, and ever I 

hewed him, till at last he fled into dark tunnels. They were not made by Durin’s folk, Gimli son of 

Glóin. Far, far below the deepest delving of the Dwarves, the world is gnawed by nameless things. 

Even Sauron knows them not. They are older than he.’ 

-Gandalf, The Lord of the Rings, Book 3, Ch. V 

This chapter presents a semi-coupled version of the model, with the full version being set out in 

Chapter 6. This version of the model includes 3D hydrology and proglacial plumes within a fixed 

glacier geometry, but neglects calving, and is intended to demonstrate the functionality of key 

model components within a simplified context as a stepping stone to the fully coupled model. This 

also provides a useful comparison for the results obtained from the fully coupled model, allowing 

some judgements to be made on the benefits of increased model complexity (Chapter 7.2). 

The work presented in this chapter was published (Cook et al., 2020; see the reference list in this 

thesis for the full reference) in The Cryosphere and, consequently, the text of this chapter is taken 

directly from this publication. Co-authors provided feedback on the wording of the text and the 

presentation of the results, but all the work presented was undertaken by S. Cook with guidance 

from J. Todd, D. Slater and P. Christoffersen. S. Cook, P. Christoffersen and J. Todd designed the 

experiments. S. Cook also developed the model code and executed the experiments with 

contributions from J. Todd, P. Christoffersen and D. Slater. N. Chauché provided hydrographic data. 

S. Cook analysed the model outputs and wrote the manuscript, with writing contributions from all 

co-authors. 

5.1. Abstract 

We investigate the subglacial hydrology of Store Glacier in West Greenland, using the open-source, 

full-Stokes model Elmer/Ice in a novel 3D application that includes a distributed water sheet, as well 

as discrete channelised drainage, and a 1D model to simulate submarine plumes at the calving front. 

At first, we produce a baseline winter scenario with no surface meltwater. We then investigate the 

hydrological system during summer, focussing specifically on 2012 and 2017, which provide 

examples of high and low surface-meltwater inputs, respectively. We show that the common 

assumption of zero winter freshwater flux is invalid, and find channels over 1 m2 in area occurring up 

to 5 km inland in winter, and that the production of water from friction and geothermal heat is 

sufficiently high to drive year-round plume activity, with ice-front melting averaging 0.15 m d-1. 

When the model is forced with seasonally averaged surface melt from summer, we show a 

hydrological system with significant distributed sheet activity extending 65 km and 45 km inland in 
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2012 and 2017, respectively; while channels with a cross-sectional area higher than 1 m2 form as far 

as  55 km and 30 km inland. Using daily values for the surface melt as forcing, we find only a weak 

relationship between the input of surface meltwater and the intensity of plume melting at the 

calving front, whereas there is a strong correlation between surface-meltwater peaks and basal 

water pressures. The former shows that storage of water on multiple timescales within the 

subglacial drainage system plays an important role in modulating subglacial discharge. The latter 

shows that high melt inputs can drive high basal water pressures even when the channelised 

network grows larger. This has implications for the future velocity and mass loss of Store Glacier, and 

the consequent sea-level rise, in a warming world. 

5.2. Introduction 

The Greenland Ice Sheet (GrIS) is currently losing mass at about 260 Gt a-1 (Forsberg et al., 2017) and 

this rate has been accelerating (Kjeldsen et al., 2015). Around half of this loss is tied to ice-sheet 

dynamics (van den Broeke et al., 2016) and the accompanying flow acceleration is partly due to 

tidewater outlet glaciers, which drain 88% of the ice sheet (Rignot and Mouginot, 2012). As such, 

understanding how these tidewater glaciers may change over time is crucial to our ability to predict 

the likely evolution of the GrIS in a warming climate. 

One area of particular concern is the subglacial hydrology of these tidewater glaciers. Whilst there 

have been many studies focusing on the subglacial hydrology of land-terminating portions of the 

GrIS and its complex effect on the flow of the overlying ice (Chandler et al., 2013; de Fleurian et al., 

2016; Christoffersen et al., 2018; Gagliardini and Werder, 2018; Meierbachtol et al., 2013; Sole et al., 

2013; Tedstone et al., 2013, 2015; van de Wal et al., 2015), the hydrology of tidewater glaciers has 

received much less attention (e.g. Schild et al., 2016; Sole et al., 2011; Vallot et al., 2017), owing to 

the greater difficulty of gathering observations in the fast-flowing marine-terminating environment. 

Given the range of other processes operating at such glaciers, such as submarine melting, fjord 

circulation and calving, it is also much harder to disentangle and infer hydrological evolution from 

changes in surface velocity, though attempts have been made (Howat et al., 2010; Joughin et al., 

2008; Moon et al., 2014). Direct basal observations on marine-terminating outlets were until 

recently limited to boreholes drilled near Swiss Camp and the lateral margin of Jakobshavn Isbræ 

(Lüthi et al., 2002). Only one study has, to date, reported direct observations from boreholes drilled 

along the central flowline, to the base of a marine-terminating glacier in Greenland. In that study, a 

persistently high basal water pressure of 93-95% of ice overburden indicates a largely inefficient 

basal water system 30 km inland from the calving margin at the fast-flowing and heavily-crevassed 

Store Glacier (Store) (Doyle et al., 2018). Yet, observed seasonal velocity fluctuations on the same 
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glacier are consistent with the development of a channelised basal drainage system closer to the 

margin (Young et al., 2019), which calls for a physical model to spatially and temporally constrain the 

formation of different types of basal drainage system. 

Hydrological work on marine-terminating glaciers has so far focused on the subglacial discharge that 

drives convective plumes in the marine terminus environment, and how this process can promote 

calving by undercutting the glacier through submarine melting and fjord circulation (Carroll et al., 

2015; Cowton et al., 2015; Fried et al., 2015; Jackson et al., 2017; Jouvet et al., 2018; Slater et al., 

2018). In particular, the state of the subglacial hydrological system is thought to be a key control on 

the rate and spatial distribution of submarine melting, with channelised drainage favouring the 

highest localised melt rates, though distributed drainage may produce the highest total volume of 

submarine melting, with lower melt rates that affect a larger portion of the calving front (Fried et al., 

2015; Slater et al., 2015). However, our observations of the near-terminus subglacial hydrological 

system remain extremely limited; we can only make inferences about the location and presence of 

subglacial channels from the presence of plumes at the fjord surface (Schild et al., 2016), subsurface 

incisions into the calving front (Fried et al., 2015) and oceanographic observations (Stevens et al., 

2016). 

Given the paucity of direct observations, insights to marine-terminating glaciers’ interaction with the 

ocean may be found through the integration of subglacial hydrology within physically-based models 

of ice flow (e.g. Banwell et al., 2013; de Fleurian et al., 2014; Hewitt et al., 2012; Hoffman et al., 

2016; Werder et al., 2013). So far, these models have, however, been applied largely to land-

terminating catchments in Greenland or elsewhere, where validation is easier due to the availability 

of better observations of the hydrological system. There is, though, no fundamental reason why they 

should not also function effectively in a tidewater setting. On tidewater glaciers, seasonal flow 

variations (Moon et al., 2014) and elevation changes (Csatho et al., 2014) are observed too far inland 

to be explained purely by forcing at the glaciers’ termini (Todd et al., 2018). With the advent of the 

Subglacial Hydrology Model Intercomparison Project (SHMIP) (de Fleurian et al., 2018), greater 

confidence in the results of these models is now possible, which provides further motivation to apply 

them in this novel manner. This would then provide the ability to dynamically model tidewater-

glacier subglacial hydrology, allowing better prediction of plume and calving activity at the front, and 

ice flow inland, ultimately leading to improved constraints on future sea-level rise scenarios. In this 

study we therefore apply a subglacial hydrological model to a large Greenland tidewater outlet 

glacier with the goals of A) characterising the basal drainage system, including the extent to which it 

may become efficient, and B) investigating how subglacial discharge drives melting at the glacier’s 

terminus when convective plumes develop. This study therefore couples a subglacial hydrology 
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model with a 1D plume model within the ice-flow model, Elmer/Ice (Gagliardini et al., 2013), in order 

to simulate the seasonal variation in the subglacial hydrological network of Store and the resulting 

plume melting. 

5.3. Data and Methods 

The study site (Section 5.3.1.), individual modelling components (Section 5.3.2.-5.3.4.) and their 

relation to each other within the model set-up (Section 5.3.5.) are described below, followed by 

details of the datasets used to prescribe boundary conditions (Section 5.3.6.). This paper presents 

coupled subglacial hydrology and plume models within a full-Stokes 3D model of Store. The 

subglacial hydrology model is GlaDS (Werder et al., 2013), the ice flow model is Elmer/Ice 

(Gagliardini et al., 2013) and the plume model is a 1D line plume (Slater et al., 2016). Each of these is 

described further in turn below. 

5.3.1. Study site 

 

Figure 14 – Location of Store (inset) and model domain. Background shows the 20-year velocity average from the 

MEaSUREs dataset (Joughin et al. 2016, 2018). 

Store Glacier (Store), one of the largest tidewater outlet glaciers on the west coast of Greenland 

(70.4°N, 50.55°W), flows into Ikerasak Fjord (Ikerasaup Sullua) at the southern end of the 
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Uummannaq Fjord system (Figure 14). The calving front is 5 km wide, with surface velocities 

reaching up to 6600 m a-1 (Joughin, 2018), and is pinned on a sill making the terminus position 

relatively stable despite the trunk of the glacier flowing through a deep trough extending to nearly 

1000m below sea level (Rignot et al., 2015). With no observed retreat since 1985 (Catania et al., 

2018), the glacier represents a stable Greenland outlet glacier and is an ideal target for modelling 

studies aiming to understand such glaciers, as the effects of rapid retreat do not need to be 

disentangled from ‘natural’ behaviour (e.g. Morlighem et al., 2016; Todd et al., 2018; Todd and 

Christoffersen, 2014; Xu et al., 2013). 

5.3.2. Elmer/Ice ice-flow model 

The 3D, open-source, full-Stokes, finite-element model, Elmer/Ice (Gagliardini et al., 2013), is used to 

simulate ice flow through solution of the Stokes equations. Elmer/Ice also provides the framework in 

which the other model components (below) are implemented. For a detailed description of 

Elmer/Ice, readers are directed to Gagliardini et al. (2013). The model presented here also builds on 

work applying Elmer/Ice to tidewater glaciers presented in Todd et al. (2018). The upstream limit of 

the model domain was taken as the 100 m a-1 velocity contour (Figure 14), with a boundary 

condition on the inflow boundary specifying observed velocity. No flow was allowed through the 

lateral boundaries of the domain, which also had a no-slip boundary condition applied, and a sea-

pressure condition was specified on the fixed calving front, as well as on the basal boundary. A 

geothermal heat flux of 55 mW m-2 (Martos et al., 2018) was specified at the base, and ice 

temperature at the upper surface (including the inflow boundary) was set equal to observations. A 

simple Weertman-type sliding law was applied at the base, as shown in Eq. (15): 

𝜏𝑏 =  𝛽𝑢𝑏 

(15) 

Where 𝜏𝑏 is the basal stress, 𝛽 is the basal slip coefficient, and 𝑢𝑏 is the basal velocity. 

The model mesh was refined to reach the maximum resolution of 100 m near the calving front, 

coarsening gradually to 2 km beyond 20 km inland. The grounding line was set to the model outflow 

boundary, as we do not permit the glacier to float in this study. This is not a fully realistic 

representation of the situation at Store, where the southern part of the terminus is floating, but a 

more realistic treatment would require a substantial addition in model complexity to include the 

relevant calving-related processes, which are not our focus here, having been investigated by Todd 

et al. (2018) within a similar framework at the same glacier. We consider the impact of this 
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simplification on our results to be negligible, with the minor exception of some aspects of the plume 

modelling. This impact is discussed further below. 

5.3.3. GlaDS hydrology model 

Modelling of Store’s subglacial hydrology is achieved using the GlaDS (Glacier Drainage System) 

module within Elmer/Ice, an implementation of the GlaDS model (Werder et al., 2013), which 

participated in the SHMIP tests (de Fleurian et al., 2018) and has been developed specifically for 

glaciological contexts (Gagliardini and Werder, 2018; Werder et al., 2013). GlaDS simulates both a 

continuous sheet of water across the entire model domain, representing inefficient distributed 

drainage, and discrete channel elements, which can form along the edges of the mesh elements 

when sheet thickness locally exceeds a threshold, thereby representing efficient drainage. 

GlaDS is run on a 2D mesh distinct from the 3D ice-flow mesh, but replicating the footprint of the 

ice-flow mesh. That is, the nodes of the hydrology mesh are distributed across the same area as the 

ice-flow mesh, but at a different resolution. This allows a progressively finer GlaDS mesh resolution, 

starting at 100 m in the lowermost 20 km of the domain and coarsening to 2 km only in the 

uppermost portion of the domain, beyond 100 km from the front. Hence, we obtain a detailed 

understanding of the hydrology in the main trunk of the glacier, without increasing the 

computational cost of calculating the velocity and temperature of the ice throughout the model 

domain. This dual-mesh approach requires interpolation of variables between the two meshes (the 

ice velocity and normal stress, along with the residual from the temperature solver and the position 

of the grounding line). Channels are not allowed to form along the boundaries of the hydrology 

mesh and no water flow is assumed to occur across the lateral or inflow boundaries. In addition, the 

hydraulic potential (𝜙) is set to 0 at the calving front (i.e. we assume the calving front is at flotation), 

following Eq. (16) and (17): 

𝜙 =  𝜌𝑤𝑔𝑍 +  𝑃𝑤 

(16) 

𝑃𝑤 = 𝜌𝑤𝑔(𝑍𝑠𝑙 − 𝑍) 

(17) 

Where 𝜌𝑤 is the density of water at the calving front (i.e. of seawater in this case), 𝑔 is the 

gravitational constant, 𝑍 is the elevation with respect to sea level, 𝑃𝑤 is the water pressure, and 𝑍𝑠𝑙  

is sea level. In the case where 𝑍𝑠𝑙  is set at 0.0, as it is here, and 𝑍 is negative, which will be true for 
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the outflow of the subglacial hydrological system at the bottom of the calving front, it can be seen 

that substituting Eq. (17) into Eq. (16) will give a result of 0 for 𝜙. 

Water entering the hydrological system is derived from surface and basal meltwater production. 

Specifically, the source term for the hydrological model at each node on the mesh is the sum of basal 

and internal melting due to friction and strain, and surface melt. Basal and internal melting are 

computed from the interpolated temperature residual, while surface melt is taken from a raster of 

melt values, as described in Section 5.3.6. below. Because the study focuses on the hydrology of the 

terminus region, we make the simplifying assumption that surface melt travels straight to the bed at 

the point of production, which is reasonable on a heavily crevassed glacier such as Store. While 

some runoff in reality is routed and stored at the surface (Smith et al., 2015), supraglacial stream 

networks are typically much smaller in size compared to the basal system considered here. 

Parameters for the hydrological model are similar to those detailed in Gagliardini and Werder 

(2018), and are set out in Table 3. We use a higher bedrock bump height and cavity spacing, given 

the observed smoother sedimentary topography of Store and the length scale over which it varies 

(Hofstede et al., 2018). For full mathematical details of the GlaDS model and a sensitivity analysis of 

the model to these parameters, readers are directed to Werder et al. (2013), and for additional 

details on its implementation within the Elmer/Ice framework, to Gagliardini and Werder (2018). An 

additional sensitivity analysis was not undertaken here as being beyond the scope of this study. 

The coupling between the ice-flow model and the hydrology model in this study is only one-way – 

there is no feedback from the hydrological system to the overlying ice – as our intention in this study 

was to investigate the hydrological system in winter, its expansion in summer and how its evolving 

nature affects submarine melting of the calving front. A coupling of ice dynamics and hydrology is 

beyond the scope of this study, but will be undertaken as part of future work. 

5.3.4. Plume model 

For the purposes of this study, a 1D plume model based on buoyant plume theory (Jenkins, 2011; 

Slater et al., 2016) was implemented in Elmer/Ice. The model simulates the evolution of subglacial 

runoff after it emerges from the grounding line and rises towards the fjord surface, mixing 

turbulently with the warm surrounding fjord water and stimulating melting at the ice-ocean 

interface. This model has been successfully used to model proglacial plumes in studies of diverse 

focus (Hopwood et al., 2018; Slater et al., 2017), including within the MITgcm ocean circulation 

model (Cowton et al., 2015). 
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Table 3 – Parameters used in GlaDS model for all model runs in this study. 

Description Symbol Value Units 

Pressure melt coefficient 𝑐𝑡 7.5 · 10-8 K Pa-1 

Heat capacity of water 𝑐𝑤 4220 J kg-1 K-1 

Sheet flow exponent 𝛼𝑠 3  

Sheet flow exponent 𝛽𝑠 2  

Channel flow exponent 𝛼𝑐 5/4  

Channel flow exponent 𝛽𝑐 3/2  

Sheet conductivity 𝑘𝑠 0.0002 m s kg-1 

Channel conductivity 𝑘𝑐 0.1 m3/2 kg-1/2 

Sheet width below 

channel 

𝑙𝑐 
20 m 

Cavity spacing 𝑙𝑟 100 m 

Bedrock bump height ℎ𝑟 1 m 

Englacial void ratio 𝑒𝑣 10-4  

 

In this study, a continuous sheet-style ‘line’ plume (Jenkins, 2011; Slater et al., 2016), split into 

coterminous segments, is simulated across the calving front. Our limited observational constraints 

currently support this line plume geometry as the most appropriate for use at tidewater glaciers 

(Fried et al., 2015; Jackson et al., 2017). Discharge at each node on the grounding line is taken as the 

sum of channel and distributed sheet discharge within the hydrological model GlaDS. This allows the 

plumes and the consequent modelled submarine melt rates across the calving front to vary 

dynamically as the subglacial drainage system evolves over the course of each simulation, without 

having to specify fixed plume locations. The drag coefficient (Cd) within the plume model was 

increased to 0.02, following Ezhova et al. (2018). A full description of the plume model can be found 

in Slater et al. (2016). 

Results from the plume model are largely independent of the mesh resolution at the calving front. 

The input discharge and consequent submarine melt rate is calculated per metre width along the 

front, hence a coarser mesh will lead to more discharge at each grounding-line node. This discharge 

increase will, however, be spread over a larger area between nodes, so the overall input discharge 

and output melt rate are similar for different mesh resolutions. The frontal mesh resolution and 

plume segment width used on the hydrology mesh (100 m) were chosen to fit with the frontal mesh 

resolution on the ice mesh to minimise interpolation artefacts and also as representing a reasonable 

order-of-magnitude length scale for the size of subglacial channel outlets on tidewater glaciers (Fried 

et al. 2015; Jackson et al., 2017). We consider this to be a reasonable simplifying assumption, given 
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the current lack of observational constraints for the morphology of channel outlets at the calving 

front of tidewater glaciers. 

When discussing the results of the plume model we will make use of a number of quantities which 

highlight different aspects of variability between our simulations. We define the ‘average melt rate’ 

as the average over all points of the subaqueous calving front and all points in time. We define the 

‘mean maximum melt rate’ as the average over time of the maximum melt rate at any point on the 

calving front. We define the ‘absolute maximum melt rate‘ as the maximum at any time and at any 

point on the calving front. 

5.3.5. Modelling procedure 

Initially, the ice flow model was run with the simple sliding law in Eq. (15) based on an initial guess at 

the basal slip coefficient, 𝛽, until a converged ice temperature-velocity solution was reached. We 

then inverted for basal friction to match satellite-derived surface velocity at Store, producing an 

observationally constrained steady-state temperature-velocity solution. From this starting point, a 

year-long hydrological simulation was run, using only basal melt, to provide an initialised state for 

the hydrological system as well as the ice flow. For the subsequent hydrology runs, the timestep was 

set to 0.1 days and all ice dynamic variables (geometry, temperature, velocity, etc.) were kept 

constant, given the lack of two-way coupling and our aim in conducting this study, as discussed in 

Section 5.3.3 above. 

Subsequent to this hydrological initialisation simulation, we performed five hydrological simulations 

based on different scenarios as described in Table 4. Each of these scenarios ran for three months, to 

replicate an actual season, and all used at least basal melt as a source term for the hydrology. One 

simulation (Winter) was a winter simulation, with no surface melt, meaning the simulated 

hydrological system carried exclusively basal melt. The remaining four scenarios describe summer 

simulations in which the hydrological system carries surface melt in addition to basal melt. Two of 

these (SummerAverage12 and SummerAverage17) used a constant surface melt equal to the 

average during June, July and August (JJA) in 2012 and 2017, respectively, to allow a comparison 

between a high-melt (2012) and a low-melt (2017) year. The final two (SummerDaily12 and 

SummerDaily17) instead used daily values of surface melt for 2012 and 2017 to enable exploration 

of the differences produced in the modelled hydrological system when using realistic transient 

forcing, varying day to day, compared to the summer average state. Due to the fixed geometry and 

ice dynamics of the hydrological simulations, the basal melt term is constant across all timesteps and 

all simulations, as the temperature field does not evolve, allowing easier discrimination of changes in 
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the system caused by the addition of the surface melt in the summer simulations. The simulations 

are summarised in Table 4, below. 

Table 4 – Summary of hydrological simulations. BM = Basal and Internal Melt; SM = Surface Melt. 

Name Season Hydrological Source Surface-Melt Resolution 

Winter Winter BM n/a 

SummerAverage12 Summer 2012 BM + SM Three-month average 

SummerAverage17 Summer 2017 BM + SM Three-month average 

SummerDaily12 Summer 2012 BM + SM Daily 

SummerDaily17 Summer 2017 BM + SM Daily 

 

5.3.6. Data 

The surface DEM used here to set the surface ice geometry in Elmer/Ice is from the ArcticDEM 

project, v2.0 (Porter et al., 2018), representing a composite view of the region between 2015 and 

2018, and resampled to 25 m resolution. The basal DEM is taken from BedMachine v3 (Morlighem et 

al., 2017) at 150 m resolution and a nominal date of 2007, though this was processed further to 

remove errors around the terminus of Store, based on work previously conducted by the authors 

(Todd, 2018). 

Surface melt data for input to the hydrology model are runoff values from RACMO2.3p2 at 1 km 

spatial resolution and daily temporal resolution (Noël, 2018). Summer averages were calculated by 

taking the mean of the surface melt across all days in JJA of the relevant years. The surface 

temperature data used as an upper-ice-surface boundary condition in the ice flow model were the 

average for the years 2000-2014, derived from the NASA MODIS Snow and Sea Ice Mapping Project 

(Hall et al., 2012, 2013). The surface velocity data used for the inversion part of the spin-up process 

were taken from the 20-year velocity mosaic of Greenland developed as part of the MEaSUREs 

project (Joughin et al., 2016, 2018). This was in order to remove the bias of any anomalous velocity 

patterns in any one specific year and also because sufficient good-quality velocity data for all the 

years looked at in this study was not available. 

The temperature and salinity of the ambient fjord water, required by the plume model, were taken 

from conductivity-temperature-depth casts gathered in the fjord within a few kilometres of the 

calving front (Chauché, 2016). Different profiles (Figure 15) were used for summer (CTD cast from 

02/08/2012; within 1 km of the calving front) and winter (CTD cast from 02/03/2013; 10 km from 

calving front). Both are the closest data to the calving front available, and are assumed to be 

representative of conditions at the calving front. 
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Figure 15 – Ambient fjord salinity and temperature profiles used as input to the plume model (Chauché 2016). Winter 

conditions from CTD cast on 02/03/13 approx. 10 km from the calving front; Summer conditions from CTD cast on 02/08/12 

approx. 1 km from the calving front. (a) Salinity in winter and summer; (b) Temperature in winter and summer. 

5.4. Results 

The key simulation results are summarised in Table 5, with the important differences being picked 

out in the remainder of this section. The findings are then discussed in Section 5.5. 

5.4.1. Winter baseline simulation 

The results from the Winter run show a varied subglacial drainage system at Store, where channels 

may form even in winter when the system is fed exclusively by basal melt produced by frictional and 

geothermal heat (Figure 16). Channels of 1 m2 or more in cross-sectional area, a threshold we found 

functions effectively as a discriminator for regions of significant channel growth, are found in a few 

regions extending up to 5 km inland from the terminus at the end of the model run. Smaller 

channels link these up and form the majority of an arborescent network with three main branches, 

reaching to 40 km inland (Figure 16b). Channels this small are indicative of a distributed drainage 

system, rather than a true channelised system. We show them in Fig 3. because they illustrate where  
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Table 5 –  Summary of key simulation results. The channel, sheet and pressure statistics are taken from the final timestep 

across the entire model domain (columns marked ‘End’) or the timestep where maximum mean channel area in the 

simulation was reached (columns marked ‘Max’ – this occurred on timestep 60 for SummerDaily12 and timestep 74 for 

SummerDaily17) – for the average-forced runs, the end timestep is also the max timestep, so only figures for the end 

timestep are shown; the plume statistics are taken from the calving front across all timesteps. 'Area Channelised' refers to 

the percentage of the possible channel segments occupied by channels >1 m2 in area. 

 Winter 
SummerAv

erage12 

SummerAv

erage17 
SummerDaily12 SummerDaily17 

 End End End Max End Max End 

Mean channel 

area (m2) 
0.04 9.84 6.45 12.10 8.18 7.00 5.25 

Mean channel flux 

(m3 s-1) 
8x10-4 5.32 2.40 7.47 2.44 3.26 2.46 

Area channelised 

(%) 
0.05 12.05 6.75 15.26 10.77 8.40 6.81 

Mean sheet 

discharge (m3 s-1) 
3x10-4 0.090 0.016 0.104 0.034 0.023 0.008 

Mean sheet 

thickness (m) 
0.18 0.47 0.32 0.51 0.36 0.34 0.28 

Mean effective 

pressure (MPa) 
2.01 1.13 1.30 1.27 1.43 1.37 1.16 

Mean plume melt 

rate (m d-1) 
0.15 0.68 0.50 0.65 0.65 0.50 0.50 

Mean maximum 

plume melt rate 

(m d-1) 

0.43 4.25 3.13 3.65 3.65 3.01 3.01 

Total plume melt 

(m3 a-1 x1010) 
1.26 5.85 4.29 5.95 5.95 4.36 4.36 

 

a connected subglacial drainage system will subsequently develop. One branch of the subglacial 

drainage system drains the northern side of the model domain, one the southern side, and one the 

centre. These branches then converge into one major, central flow path that splits in two near the 

terminus, with one flow path exiting at the northern margin of the ice front and one at the southern 

margin. The pattern of discernible discharge within the distributed sheet (down to 0.0001 m2 s-1) 

(Figure 16c) is similar, which is to be expected, as the thickness of the distributed sheet (typically up 
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to 1 m near the terminus, progressively dropping to below 0.1 m beyond 100 km inland) determines 

the location of the channels within the hydrology model. 

The discharge patterns are controlled by the 

hydraulic potential gradient, which, as can be 

seen from Figure 16a, is mainly determined by the 

basal topography of Store and the ice thickness, 

with the farther-inland areas of greater 

hydrological activity following the deeper parts of 

the bed. The same can be seen nearer the 

terminus where the successive southward and 

northward bends in the drainage pathways 

upstream of the terminus are related to spurs of 

shallower bedrock jutting into the central trough 

from the northern and southern margins, 

respectively. These push the flow pathways 

towards the edges of the trough, compared to the 

more central flow paths farther inland. 

In total, the input to the hydrological system from 

basal melt in winter amounts to 4.7x107 m3 over 

the 92 days of the Winter simulation, or 5.96 m3 s-

1, with the resulting subglacial discharge across 

the grounding line split 2:1 between the channels 

and the distributed sheet, respectively. This is 

sufficient to drive convective plumes and a diffuse 

pattern of plume-induced calving-front melting 

throughout the winter (Figure 17a), with a 

persistent diffuse plume at depth, mainly driven 

by discharge from the distributed sheet with 

occasional enhancement from channel outlets, 

across most of the calving front. The absolute 

maximum melt rate of 1.1 m d-1 is found at the deepest point of the calving front, where 

observations show that the ice becomes buoyant and floats, as shown by a marked surface 

depression behind the calving front denoting the flexion zone. Despite the absence of surface input, 

melt rates of 0.2-0.3 m d-1 are widespread. Overall, this leads to an average plume melt rate of 0.15 

Figure 16 – Winter hydrological system at Store at end of 

Winter run and basal topography. (a) bed elevation; (b) 

channel area ; (c) sheet flux. The red dot in all panels  

marks the location of the S30 site from Young et al. (2019). 

Channels and sheet drainage pathways can be seen to 

largely follow the deeper parts of the bed. We have shown 

very small channels and low sheet discharges to fully 

display the existence of a connected winter drainage 

system. 
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m d-1, excluding the subaerial portion of the calving front, with 0.51 m d-1 the mean maximum melt 

rate. The resulting meltwater flux to the fjord from plume melting is 3.48 m3 s-1. 

 

Figure 17 – Patterns of typical plume-generated frontal melt across all simulations, showing the 9th August for panels (b)-

(e). (a) Winter run; (b) SummerAverage12 (average-forced) run; (c) SummerAverage17 (average-forced) run; (d) 

SummerDaily12 (daily-forced) run; (e) Run SummerDaily17 (daily-forced) run. North is to the left, south is to the right. Note 

how higher summer plume activity is concentrated into a relatively small number of localised high-melt plumes. 

5.4.2. Average-forced summer hydrology and plumes 

In the first set of summer simulations we forced the model with RACMO surface runoff for Store 

averaged over JJA in 2012 and 2017. With the addition of surface meltwater, the subglacial 

hydrological network is found to expand substantially (Figure 18 and Figure 19), but does not reach a 

steady state by the end of either simulation. In 2012 (run SummerAverage12), the number of 

channel elements >1 m2 in cross-sectional area grows by three orders of magnitude through the 

summer. Mean channel area, meanwhile, rises by two orders of magnitude, whilst mean channel 

flux across all sizes of channel jumps by four orders of magnitude. In 2017, when surface melt was 

63% lower than in 2012, the expansion is reduced: the number of channels >1 m2 in area only 

increases by two orders of magnitude compared to winter, with mean channel area up by two 

orders of magnitude again, but only reaching 6.45 m2, and mean channel flux increasing once more 

by four orders of magnitude, but only to 2.40 m3 s-1. As the basal hydrological system accommodates 

surface meltwater, the channels grow significantly in size and channels over 1 m2 in cross-sectional 

area reach farther inland – up to 55 km in 2012 (Figure 18a), although less (30 km) in 2017 (Figure 
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18b). Discernible distributed sheet discharge pathways, meanwhile, extend up to 65 km in 2012 

(Figure 19a), and growth in these is similarly reduced in 2017, to 45 km (Figure 19b). This is reflected 

in the mean distributed sheet discharge figures at the end of the SummerAverage12 and 

SummerAverage17 model runs, which show a 226-fold and 40-fold increase on the Winter run, 

respectively. At the same time, the mean distributed sheet thickness increases by 259% in 2012, and 

by 173% in 2017, compared to winter. The combined effect of these changes in the hydrological 

system is to reduce mean effective pressure (defined as ice overburden pressure minus water 

pressure) across the model domain by 44% in summer 2012 and by 35% in 2017; i.e. water pressures 

are higher in summer compared to winter. 

 

Figure 18 – Summer channel network of Store. (a) SummerAverage12 model run; (b) SummerAverage17; (c) 

SummerDaily12; (d) SummerDaily17 (red dot shows S30 study site from Young et al. (2019)). All the panels show the 

channel network at the end of the respective simulations, after three months of surface melting. The daily-forced runs show 

a less extensive channel network owing to declining surface melt towards the end of the melt season. 
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Figure 19 – Summer distributed sheet layer at Store. (a) SummerAverage12 model run; (b) SummerAverage17; (c) 

SummerDaily12; (d) SummerDaily17 (red dot shows S30 study site from Young et al. (2019)). All the panels show the sheet 

layer at the end of the respective simulations, after three months of surface melting. The daily-forced runs show a less 

extensive sheet owing to declining surface melt towards the end of the melt season. 

Plume structure and the resulting submarine melting also differ markedly between seasons and 

years. In summer 2012, we find strong, channel-fed plumes that usually reach the surface spaced 

along the majority of the calving front, with the exception of the southern extremity (Figure 17b – 

the right-hand side of the terminus). In summer 2017, these stronger plumes, though still mostly 

reaching the surface, are more spatially restricted, appearing primarily in two regions: one on the 

northern side of the terminus and one around the deepest part of the calving front, where the 

highest melt rates are observed in winter (Figure 17c). The resulting average melt rate for 2012 is 

0.68 m d-1, and for 2017 it is 0.50 m d-1, rising to 4.25 and 3.13 m d-1, respectively, for the mean 

maximum melt rate. Defining long-term average melt rates for areas specifically inside strong 

plumes or outside of them is difficult, as the location of strong convection-driven summer plumes 

varies as points of discharge from the hydrological system evolve, but rates of <1 m d-1 for the 

diffuse, distributed-sheet-driven plume, and 2-4 m d-1 for the stronger channel-driven plumes are 

typical. Absolute maximum melt rates, meanwhile, reach up to 12.6 m d-1 for both 

SummerAverage12 and SummerAverage17. 



90 
 

5.4.3. Daily-forced summer hydrology 

In the SummerDaily12 and SummerDaily17 runs we forced the model with daily values of RACMO 

surface runoff for Store during JJA in 2012 and 2017, respectively. Given the temporally varying 

nature of the surface-melt forcing, we will consider two sets of results for these runs: the end state 

of the simulation and the state at the maximum extent of the hydrological system. We define the 

latter as the time when mean channel area reaches its maximum value. Figure 18c, d and Figure 19c, 

d show the end states of the SummerDaily12 and SummerDaily17 runs as an illustration of how the 

different surface-melt forcings can lead to substantially different outcomes. 

For the end state of SummerDaily12, the mean channel area drops by 17% compared to the 

SummerAverage12 run, and the mean channel flux drops by 54%, whilst the number of channel 

segments >1 m2 in cross-sectional area drops by 11%. For the maximum state of SummerDaily12, 

though, the mean channel area increases by 23% compared to SummerAverage12, mean channel 

flux by 41%, and the channelised area by 27%. Concomitantly, the mean distributed sheet discharge 

and thickness at the end of the SummerDaily12 run are 63% and 25% down, respectively, compared 

to the SummerAverage12 run, but are 15% and 7% higher than SummerAverage12 when considering 

the maximum state. Overall, therefore, the change in surface-melt forcing to realistic daily totals, 

rather than a constant average, leads to a larger maximum drainage system extent that starts to 

exhibit significant decay towards the end of the melt season. 

For SummerDaily17, a similar pattern is observed. At the end state of SummerDaily17, mean channel 

area, distributed sheet discharge and distributed sheet thickness are, respectively, 19%, 51% and 

12% lower than at the end of the SummerAverage17 model run. Channel flux, along with the 

channelised area, show small increases of 3% and 1%, respectively, however. Considering the 

maximum state of the SummerDaily17 run, though, mean channel area increases by 9%, channel flux 

by 36%, and the area covered by channels >1 m2 in cross-sectional area by 25%. Distributed sheet 

discharge and thickness similarly increase by 42% and 9%, respectively. The numerical values from 

which all these percentages are derived are given in Table 5, above. Similarly to 2012, therefore, we 

find the change in surface-melt forcing to produce a larger drainage system that then begins to 

decay as surface melt tails off. 

Looking at the plume results for SummerDaily12 and SummerDaily17 (Figure 17d, e), both daily-

forced runs show a very small decline in plume activity compared to the average-forced 

(SummerAverage12 and SummerAverage17) runs. In the SummerDaily12 run, the average melt rate 

decreases by 5% on the average melt rate for the SummerAverage12 run, and the mean maximum 

melt rate drops by 14%. For SummerDaily17, the average melt rate only differs by 0.1% compared to 
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SummerAverage17, but the mean maximum melt rate drops by 4%. The overall pattern of plume 

activity is broadly similar to that seen in the average-forced simulations, as can be appreciated by 

comparing Figure 17d and e to panels b and c, with some shift in plume locations as the different 

forcing leads to variations in the resulting channel networks. Absolute maximum melt rates also 

follow suit and decrease for both simulations, reaching 9.0 m d-1 for SummerDaily12, and 10.1 m d-1 

for SummerDaily17. The total amount of melt generated by plumes, however, increases slightly in 

the daily-forced simulations compared to the average-forced ones, by a little under 2% in both 2012 

and 2017. 

 

Figure 20 – Time series of melt sources in SummerDaily12 (red and blue solid lines)  and SummerAverage12 (orange and 

light blue dashed lines) model runs. Note logarithmic y-axis. Basal and internal melt was constant across both runs and is 

included for comparative purposes – note how plume melt is of equal or greater importance. Median sheet discharge 

(dotted line; taken as the median over the whole model domain) shows response of subglacial hydrological system to 

surface melt, and evolution of the system towards greater channelisation over melt season. 

The daily-forced simulations also allow us to examine the contributions to total melt by component 

over time, though the basal melt, as explained in Section 5.3.5, remains constant throughout the 

simulations. Surface melt in SummerDaily12 is, as would be expected, the dominant factor, being 

one to two orders of magnitude larger than any other source of melt during the summer (Figure 20). 

Plume melt, meanwhile, remains an order of magnitude greater than basal melt throughout the 

SummerDaily12 simulation, except for the first 20 days of the model run. Compared to the average-

forced SummerAverage12 run, the more variable surface-melt input in the SummerDaily12 run also 

leads to greater variability in the plume melt rate. It is notable, however, that between day 72 of the 

model run and the end, the SummerDaily12 plume melt rate is generally equal to the 
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SummerAverage12 plume melt rate, despite surface-melt input being somewhat lower on occasion. 

Similarly, the large drop in surface melt on day 72 of the SummerDaily12 run does not show any 

impact on plume melt at the time or afterwards. The reasons for this will be considered further in 

Section 5.5, below. Sheet discharge, as a proxy for the development of the subglacial hydrological 

system shows a sensitive, slightly lagged response to variations in surface melt in the first half of the 

model run, but a much more damped response in the second half. The reasons for this will also be 

discussed in Section 5.5. 

 

Figure 21 – Time series of melt sources in SummerDaily17 (red and blue solid lines)  and SummerAverage17 (orange and 

light blue dashed lines) model runs. Note logarithmic y-axis. Basal and internal melt was constant across both runs and is 

included for comparative purposes – note how plume melt is of equal or greater importance. Median sheet discharge 

(dotted line; taken as the median over the whole model domain) shows response of subglacial hydrological system to 

surface melt, and evolution of the system towards greater channelisation over melt season. 

For SummerDaily17 (Figure 21), the overall pattern is similar, but the dominance of surface melt in a 

cooler year is reduced, with surface melt dropping below plume melt on at least two separate 

occasions, and even below basal melt at one point (Day 31, equivalent to the 1st July). Plume melt 

still exceeds basal melt throughout, except for the first 8 days (Figure 21), underlining the 

importance of this mechanism even in cooler years. Similarly to summer 2012, it is also clear that, 

despite some periods of low surface melt in the SummerDaily17 run, the resulting plume melt rates 

are comparable to those from the constant-average-forced SummerAverage17 run. Again, even with 

a constant forcing in the SummerAverage17 run, variable plume melting is seen, further underlining 

how important the underlying structure of the subglacial drainage system is in determining the 
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resulting outflow. Unlike in 2012, however, sheet discharge remains sensitive to surface melt 

variations until around day 70 of the model run, exhibiting a more damped response thereafter. 

5.5. Discussion 

5.5.1. Winter subglacial hydrology and plume activity 

This study is amongst the first to constrain the nature of evolving hydrological systems beneath fast-

flowing tidewater glaciers in Greenland. When the GlaDS model and Elmer/Ice are applied to Store, 

we predict an active subglacial drainage system consisting of channels and a distributed sheet layer 

to be present even in winter, when channels exceeding 1 m2 in cross-sectional area form up to 5 km 

inland from the calving front, while a distributed sheet and smaller channels extend a further 40 km 

inland. This is the first time to our knowledge that the existence of such a system in winter has been 

shown in a model and has important implications for our understanding of tidewater glacier 

dynamics and the ice sheet’s interaction with the ocean. In contrast to previous work, which 

assumed zero freshwater flux into fjords outside the summer melt season and therefore for the 

largest part of the year (e.g. Carroll et al., 2015; Slater et al., 2018), we demonstrate that the 

freshwater flux within a channelised basal drainage system is in fact sufficient to drive convective 

plumes across the calving front, leading to localised melt rates of up to 1.1 m d-1 in winter at the 

deepest portion of the calving front, where the strongest distributed-sheet-driven plume is 

modelled. Averaged across the entire subaqueous portion of the calving front, this melting equates 

to 0.15 m d-1. This is below the 1.9 ± 0.5 m d-1 estimated by Chauché (2016) using CTD and ADCP 

data gathered in winter 2012-13 as inputs to the Gade (Gade, 1979) and Motyka (Motyka et al., 

2003) models of fjord circulation and melting. It should also be noted that modelled melt rates from 

plumes consistently underestimate observed melt rates (e.g. Sutherland et al., 2019); this is a 

pervasive problem in plume modelling, so it is to be expected that we find a similar result. We also 

model an average winter subglacial discharge of only 5.96 m3 s-1, 69% of which derives from 

channels and 31% from the distributed sheet. This is, as expected, at the lower range of estimates 

(1-72 m3 s-1) presented in Chauché (2016), so our lower melt rates are consistent with this and also 

with the low melt rate of 0.4 ± 0.1 m d-1 calculated for runoff-free simulations at Store by Xu et al. 

(2013). Freshwater flux into the fjord from submarine melting is 3.48 m3 s-1 on average, which 

combined with the subglacial discharge of 5.96 m3 s-1, gives a total winter meltwater flux to the fjord 

of 9.44 m3 s-1. This freshwater flux may well be sufficient to drive winter-time buoyancy-driven fjord 

circulation, pulling warm Atlantic water towards the calving front at depth and resulting in further 

melting (Christoffersen et al., 2011; Mortensen et al., 2018; Straneo et al., 2010). This may be further 

enhanced by wind-driven circulation in autumn and early winter, when fjords are ice free and winds 



94 
 

are strong (Christoffersen et al., 2011). Overall, though, our results for winter at Store here suggest 

basal meltwater production is lower and drives less intense melting at the calving front than 

estimated by Chauché (2016), with higher melt rates being confined to the deeper section of the 

calving front. This indicates either that (i) our model may lack a process that releases additional 

subglacial meltwater in winter, e.g. if some of the runoff from the previous melt season went into 

subglacial storage before it was released (Chu et al., 2016), or (ii) that we correctly predict the 

release of subglacial meltwater but underestimate the resulting submarine melting, perhaps due to 

uncertainty in the melt rate parameterisation or due to not taking account of fjord-scale circulation 

(Slater et al., 2018). 

Our winter run results also demonstrate the critical nature of the depth of subglacial discharge for 

driving plume melting. In the model results, the area of highest subglacial discharge in winter is 

actually towards the northern margin of the calving front (left-hand side of Figure 17), but very little 

plume melting is produced there. Instead, the higher melt rates are concentrated across the deepest 

parts of the front, where subglacial discharge is lower. This disparity can be related to the vertical 

profile of winter water in the fjord (Figure 15a). For water input above a depth of 300 m, which is the 

case for the northern margin of the calving front, the surrounding ambient water is cold and highly 

stratified, so that the plume quickly reaches neutral buoyancy and what ambient water it does bring 

into contact with the ice front has little melting potential. For the water discharged across the south-

central part of the calving front, where the depth exceeds 500 m, though, the plume is mixing with 

warmer, less stratified water that allows it to generate significantly more melt, which will be further 

enhanced by the increase in thermal energy that comes with a reduced pressure-melting point. 

Ambient conditions are also rather constant from the grounding line up to around 350 m, where the 

mid-water-column thermal maximum is reached, making it easier for the plumes to rise until they hit 

this lower-density layer. Therefore, if warmer water is present at depths in fjords throughout the 

winter, we find it likely that significant melting occurs at depth in winter at tidewater glaciers in 

Greenland, even with limited subglacial discharge compared to summer. 

5.5.2. Summer subglacial hydrology 

When surface melting is incorporated in simulations of the summer melt season, the extent of both 

concentrated channels and distributed sheet systems grows substantially compared to winter 

(Figure 18 and Figure 19). Using the seasonally averaged mean surface melt between 1st June and 

31st August in 2012 (run SummerAverage12), we find channels of over 1 m2 in area extending to 55 

km inland from the terminus (Figure 18a), with an active distributed sheet layer again extending a 

further 10 km (Figure 19a), and a resulting average freshwater flux to the fjord of 421 m3 s-1. Of the 
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latter, 95% comes from channel outflow and 5% from plume melting, while discharge from the 

distributed sheet is negligible. This shows how surface melt expanded the subglacial drainage system 

during the warmest summer at Store in the observational record. When the model is forced by mean 

surface melt for the same period in 2017 (run SummerAverage17), when surface melt was much 

lower (149 m3 s-1 compared to 395 m3 s-1 in SummerAverage12), close to the mean for 1981-2010, 

we find channels of over 1 m2 in area reaching 30 km inland (Figure 18b) and the distributed sheet 

45 km (Figure 19b). Whilst the average freshwater flux to the fjord drops by 59.7% to 170 m3 s-1, the 

relative contributions from channels (91%), plume melting (9%) and the distributed sheet (<1%) 

remain largely unchanged. 

In this study we also examined how the basal water in our model responded when day-to-day 

differences in surface melt were introduced. In 2012 (run SummerDaily12), we find the daily 

incorporation of surface melt to produce a larger subglacial drainage system at the system’s 

maximum extent (Figure 22a), with 27% more channels that are 23% larger on average and contain 

41% more water on average than the end state of the system when we forced the model with 

seasonally averaged surface melt (SummerAverage12) (Figure 18a). By contrast, by the end of the 

SummerDaily12 simulation (Figure 18c), we find 11% fewer channels that are 17% smaller and hold 

54% less water, on average, compared to the end state of SummerAverage12 (Figure 18a). For 

summer 2017 (run SummerDaily17), we observe a similar pattern of a larger maximum extent 

(Figure 22b) and smaller final extent (Figure 18d) of the hydrological system compared to that seen 

at the end of the average-forced 2017 run (SummerAverage17) (Figure 18b), with the exception of 

the number of channels and mean channel flux, which both show small increases over the final 

SummerAverage17 values even at the end of the SummerDaily17 run. These results for 2017 also 

agree well with the observations of a high-pressure distributed drainage system 30 km inland in 

2014-15 reported in Doyle et al. (2018) and Young et al. (2019), towards the centre of the model 

domain (see Figure 16). Young et al. (2019) posited the existence of a channelised drainage system 

forming up to, but not beyond this point, based on observed velocity patterns from radar and GPS 

measurements, with a pronounced slowdown occurring at lower elevations on Store in the summer. 

Doyle et al. (2018), meanwhile, suggested that persistent high pressure and rapid drainage in 

boreholes at the site were best explained by them tapping in to an extensive distributed drainage 

system. Our results for summer 2017, a better comparison for observed melt in 2014-15, concur 

with this pattern, with significant channel growth ceasing around the 30 km mark in the region of 

the study site, but with a major distributed sheet drainage pathway predicted to lie in its vicinity (red 

circle on Figure 18d and Figure 19d). 



96 
 

The differences in the daily-forced runs can be linked to the variability in forcing – in the 

SummerDaily12 run, the last two weeks of model time have steadily decreasing surface-melt forcing, 

with a small up-tick for the last 3 days of the run (Figure 20). Compared to the average-forced run 

(SummerAverage12), it is therefore to be expected that a smaller hydrological system is found at the 

end of the run. A similar process is observed for summer 2017, with the drainage system in 

SummerDaily17 decaying as surface melt tapers off from Day 80 (equivalent to the 19th August) 

onwards (Figure 21). However, unlike in SummerDaily12, there are several major surface-melt spikes 

after this point in the SummerDaily17 run (compare the right-hand sides of Figure 20 and Figure 21), 

explaining why channel flux and channelised area at the end of the run do not show a drop 

compared to SummerAverage17. Channels start to decay, as the smaller mean channel area testifies 

(Table 5), but the extra surface melt keeps the system from closing down as swiftly as in summer 

2012. The same idea explains the finding of lower effective pressures (and therefore higher water 

pressures) at the end of the SummerDaily17 run, compared to the end of the SummerDaily12 run 

(Table 5), despite the lower melt input in 2017. The surface-melt spikes in the last two weeks of the 

SummerDaily17 run (Figure 21) re-pressurise the decaying system, whereas the smoother tapering 

off in SummerDaily12 (Figure 20) means the decaying drainage system remains at over-capacity and 

keeps water pressures lower. This interpretation is reinforced by the evolution of sheet discharge in 

the two summers. In 2012, the strong response to surface melt variations in the first half of the 

model run shows a predominantly distributed hydrological system with most water transiting 

through the sheet; the more damped response in the second half shows the formation of a 

predominantly channelised system where water is preferentially routed through the efficient 

channels rather than the inefficient sheet. The lagged nature of the sheet’s response, however, 

means it is not possible to see how it responds to the increased melt at the very end of the 

SummerDaily12 run. In 2017, the pattern of sheet drainage response shows widespread 

channelisation was not established until towards day 70 (9th August), but was maintained until the 

end of the model run, as there is little response of sheet drainage to the surface melt fluctuations 

from day 80 (19th August) onwards. 

Looking at the maximum extent of the hydrological system in the daily-forced runs (Figure 22, Table 

5), it is important to note the dynamism this reveals in the drainage system of Store. For 

SummerDaily12, maximum extent is reached on Day 60 (equivalent to July 30th) of the model run, 

with little growth after day 45 (15th July); for SummerDaily17, on Day 75 (equivalent to August 14th), 

levelling off from day 63 (2nd August), according with the onset of widespread channelisation shown 

by the sheet discharge time series (Figure 20, Figure 21) as described above. Within a month, these 

systems, which are substantially larger than those achieved by the end of the average-forced 
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SummerAverage12 and SummerAverage17 runs (Table 5), die back considerably as melt inputs drop. 

Of particular interest is also the timing of maximum system extent versus that of maximum melt 

input. For SummerDaily12 (Figure 20), the maximum melt input is achieved on Day 40 (equivalent to 

10th July) of the run, with another very similar peak at Day 57 (27th July). For SummerDaily17 (Figure 

21), the melt peak is Day 56 (26th July). What this suggests is twofold: first, that there is a lag of 

around 20 days for the full impacts of peak melt to feed through the entire subglacial system, 

including temporary storage and slow flow in the distributed sheet, and second, that one day of 

higher melt, i.e. a peak, is less important for building an extensive channelised drainage system than 

a sustained period of higher melt. The importance of storage is further exhibited by the strong 

correlation we find between it and surface melt – 0.67 for SummerDaily12 and 0.77 for 

SummerDaily17 – indicating that much of the excess meltwater on high-melt days is impounded for 

a time, rather than transiting the subglacial drainage system. Note that, for both daily-forced runs, 

the maximum system extent occurs near the end of a period of sustained higher surface melt and is 

not replicated by similar shorter periods of higher melting that happen earlier or later in the melt 

season. 

 

Figure 22 – Maximum extent of channelised subglacial drainage in (a) SummerDaily12 run on July 31st and (b) 

SummerDaily17 run on August 14th. It is instructive to compare these two panels with panels (c) and (d) of Figure 18 to 

show the variability of the channelised system over a melt season. 

5.5.3. Summer plume activity 

Turning to how these seasonal changes in the subglacial drainage system impact plume activity at 

the calving front, an interesting outcome is that the average melt rate in the SummerAverage17 
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model run is more than double that found in the Winter simulation, while the mean maximum melt 

rate is over six times higher (Table 5). Similarly, in SummerAverage12, the average melt rate is nearly 

four times greater than in Winter, whereas the mean maximum melt rate is nearly eight times higher 

(Table 5). Clearly, the much greater freshwater flux in either summer compared to winter is 

preferentially enhancing maximum melt rates compared to average melt rates. The explanation lies 

in the changing structure of the hydrological system: the greater degree of channelisation in summer 

leads to larger, more localised plumes at the expense of the more diffuse, primarily distributed-

sheet-discharge-driven plume extending the length of the calving front. In other words, the extra 

water is preferentially concentrated by channels at a few points, rather than being spread out evenly 

over the entire width of the front. This is borne out by Figure 17, where several substantial localised 

plumes are visible in summer (panels b-e), instead of a more uniform strengthening of the winter 

melting pattern (panel a) across the entire front. The larger, more localised plumes in summer drive 

much more melting in their immediate vicinity, hence the higher modelled maximum melt rates in 

summer, but leave the remaining calving front comparatively less affected by plume-induced 

melting, reducing their impact on the modelled average rates. The latter is corroborated by Slater et 

al. (2015), with respect to the relative impacts of distributed and channelised drainage systems on 

plume melt rates. This pattern would also serve to promote calving by enhancing localised 

concentrated melting from plumes, creating a more indented and less stable calving front, as posited 

by Todd et al. (2019) with regards to calving behaviour at Store. Todd et al. (2019) further suggest 

that this pattern could be enhanced by longer or warmer summers, a suggestion supported by our 

findings in this study of greater plume activity in the warm summer 2012 compared to the cool 

summer 2017 (Figure 17). 

This enhancement in plume melting is slightly reduced in both daily-forced runs (SummerDaily12 

and SummerDaily17) (Figure 17d, e), though much more noticeably with regard to the mean 

maximum than the average rate, which we relate to the greater variability of meltwater forcing 

reducing the activity and lifespan of the largest plumes compared to the average-forced runs 

(SummerAverage12 and SummerAverage17). Overall, though, the pattern of greater localised melt 

driven by channel formation remains strong in the daily-forced runs. Identifying whether more rapid, 

more focused channel-driven melting or slower, more diffuse distributed-sheet-driven melting is 

more important for calving and glacier dynamics is currently a subject of debate and one we hope to 

investigate in future work, though, as described above, recent work by Todd et al. (2019) suggests 

the former, which promotes high localised melting and calving-front instability, is of greater 

importance. It is also important to note that our mean maximum plume melt rates for all summer 

simulations (Table 5) accord well with the observed summer melt rate at Store of 3.4 ± 0.7 m d-1 
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from Chauché (2016), measured using side-scan sonar in summer 2012, and with other modelling 

studies for Greenlandic glaciers (Xu et al., 2013). 

This slight reduction in concentration of melt in the largest plumes in the daily-forced runs also 

explains the very slight increase in total plume-induced melting (on the order of 2%) found 

compared to the average-forced runs, as the marginal favouring of the distributed sheet-driven 

plume spreads higher melt rates over a larger area. However, the difference is very small, and 

suggests that, if operating glacial hydrological models at longer temporal and/or larger spatial scales, 

averaged inputs yield similar outputs to daily-resolution data. Whether this remains the case in a 

fully-coupled simulation would be an interesting target for future work. 

The summer plume results also reinforce the point made in Section 5.5.1, above, about the 

importance of the depth of the grounding line for plume activity. There are many areas of strong 

plume melt towards the centre of the calving front (Figure 17, Figure 23), where subglacial discharge 

is quite low (Figure 18, Figure 19, Figure 22), but the warmer, more saline water at the greater 

depths (>400 m) reached in this region of the front (Figure 15) still allow high plume melting to occur 

without needing much meltwater input. Conversely, despite higher meltwater discharges nearer the 

margins, the relatively shallow fjord depth and, therefore, colder, fresher ambient conditions (Figure 

15) limit the amount of melting the resulting plumes can achieve. From our model results, 

consequently, it is clear that the presence and location of warm, saline water in the fjord is equally 

important for generating plume melt as is sustained subglacial meltwater discharge, in line with 

buoyant plume theory (Jenkins, 2011; Slater et al., 2016). 

A further possibility for validation is provided by the location of the plumes: visible plumes at Store 

have been observed persistently about 2 km in from the southern margin of the terminus (i.e. about 

one third in from the right of Figure 17) and intermittently in the northern embayment (a similar 

distance in from the left of Figure 17) (Ryan et al., 2015). Our model predicts the intermittent 

northern plumes well, but does not produce a persistent plume at the observed location on the 

southern half of the terminus. Rather, the modelled plumes are more mobile and do not persistently 
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occupy one location, with several hotspots of plume activity in the southern half of the terminus 

(Figure 23). The reasons for this are considered in Section 5.5.5, below. 

 

Figure 23 – Heat map of plume activity in (a) SummerDaily12 and (b) SummerDaily17 simulations. Areas with a value of 1 

show the highest mean plume melt rates across the entire length of the model run; areas with a value of 0 show no plume 

activity at any point. 

The relationship between plume activity and surface-melt variability is also critical to simple 

parameterisations of submarine melting. Many studies based on buoyant plume theory or high-

resolution ocean modelling show a sublinear relationship between subglacial runoff and submarine 

melting, that is submarine melt rate is proportional to runoff raised to some power 0.25-0.9 (Jenkins, 

2011; Slater et al., 2016; Xu et al., 2013). However, when considering surface melting, many studies 

assume a direct relationship between this and subglacial discharge, and, consequently plume 

melting (e.g. Carroll et al., 2016; Mankoff et al., 2016; Stevens et al., 2016; Slater et al., 2019). A 

scatter plot of surface melting versus submarine melting for our SummerDaily17 simulation does 

not, though, show a strong relationship of this form (Figure 24). Linear regression suggests surface 

melting explains only 21% of variability in plume melting (39% for 2012). We therefore propose that 

the structure of the subglacial drainage system and the associated water storage play a crucial role 

in mediating and smoothing water delivery to the calving front, such that variation in plume activity 

is only partially relatable to peaks and troughs in surface meltwater production. This mediating role 

of the hydrological system appears in this case to obfuscate a simple relationship between surface 
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and plume melt. This chimes with the important role assigned to subglacial and englacial water 

storage by the outcomes of the SHMIP process (de Fleurian et al., 2018). 

 

Figure 24 – Scatter plot of surface melt versus plume melt for SummerDaily17 run, showing low correlation. The line of best 

fit is shown in blue. 

5.5.4. Implications for glacier dynamics 

 

Figure 25 – Time series showing comparison between average water pressure (left axis) and surface melt (right axis) for 

SummerDaily12 (solid lines) and SummerDaily17 (dashed lines) model runs. Note the correlation between surface melt and 

water pressure. 
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Although daily-scale changes in surface melt are poorly correlated with plume activity at the calving 

front, they do show a close relationship with other aspects of the hydrological system. This is shown 

by Figure 25, which displays the domain-averaged water pressure versus the domain-averaged 

surface melt for the SummerDaily12 and SummerDaily17 runs. Peaks in surface melt are lagged by 

peaks in water pressure, usually by one day of model time, throughout the simulation. The 

correlation coefficient is 0.67 for SummerDaily12 and 0.77 for SummerDaily17, confirming the 

strength of this relationship. 

One final point of interest is that, despite the greatly increased channelisation evident in the 

SummerAverage12 and SummerAverage17 model runs compared to the Winter run, modelled 

effective pressures decrease (i.e. modelled water pressures increase) in summer compared to 

winter, contrary to expectation (Meierbachtol et al., 2013). Given that we are not coupling the 

hydrology to the ice flow in this study, we will not address the implications for the flow of Store, 

save to make two brief points. The first is that modelled effective pressures are higher (i.e. modelled 

water pressures are lower) in the SummerDaily12 and SummerDaily17 runs than in the 

SummerAverage12 and SummerAverage17 runs, which suggests that the much lower effective 

pressures found in the latter runs are partly an artefact of the seasonally averaged surface-melt 

forcing. The second is that, looking at the maximum extent of the hydrological system in the 

SummerDaily12 run, we find lower effective pressures (i.e. higher water pressures) than for the 

maximum extent of the SummerDaily17 run, despite having a larger and more extensive low-

pressure channel network. This perhaps indicates that even the record levels of melt in 2012 were 

unable to generate a low-pressure channel system of sufficient extent to evacuate all the water 

efficiently. If there is a melt threshold at which a fully efficient subglacial drainage system can 

develop at Store, it must therefore likely be at a level of melt not yet reached. Investigating what 

effect these hydrological changes have on ice dynamics at Store will be a focus of future work 

5.5.5. Limitations and future work 

One limitation of this study is the lack of two-way coupling between ice flow and subglacial 

hydrology, the fixed ice geometry and absence of calving processes. This simplification was used to 

allow us to focus purely on the evolution of the subglacial hydrological system under different 

forcings, inside a state representative of the long-term state of Store, and greatly reduced the 

computational cost of the study. Given four decades of stability of Store (Rignot et al., 2015), we also 

feel this is a reasonable simplification to make. Consequently, we have focused our discussion on the 

structure and behaviour of the hydrological system, rather than speculating as to the likely impacts 

of this behaviour on ice flow, which would require a fully coupled study to investigate. 
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Figure 26 – Comparison of hydrological model results for different mesh resolutions. (a) The standard, fine mesh described 

in Section 5.3.3.; (b) a coarser, 500 m-resolution mesh. Note that the overall layout of the channel network is virtually 

identical between the two. 

As can be seen from the description in Section 5.3.3., the hydrological model results are also 

ultimately dependent on the mesh. We consider that the fine resolution of the mesh throughout the 

area of high water flux obviates this problem. Figure 26 further shows a comparison between the 

results from the hydrological model for the SummerAverage12 simulation – Figure 26a shows the 

results on the standard mesh used for all simulations and described in Section 5.3.3.; Figure 26b 

shows the same results calculated on a mesh of constant 500 m resolution. As can be clearly 

observed, the overall pattern of the channel network remains similar between the two meshes, 

though, evidently, the detail of which individual channel segments are most important varies, as 

there are simply far fewer flow paths available on the coarser mesh. Overall, this gives us confidence 

that the pattern of our findings is robust, though it does caution against over-interpreting the fine 

details. This is further supported by the mesh dependency analysis undertaken by Werder et al. 

(2013) for GlaDS, which shows little variation in results in the presence of realistic topography. 

Another model limitation is the simplified grounding line, which impacts our plume results. In reality, 

the area of high plume activity at the deepest part of the calving front (Figure 17, Figure 23) might 

form one single plume that would reach the surface, an effect that the model would likely reproduce 

with a more realistic grounding line. The model also shows a tendency for the plume activity in that 

region to migrate towards the centre of the calving front over the course of the simulation, which is 

also likely due to the simplified grounding line used in this study. Both these effects occur because 
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the observed grounding line for the deeper, southern side of the terminus is a kilometre or so inland 

from the calving front. Even though it is small, this floating section could interrupt the water flow 

from the southern part of the terminus towards the centre (Figure 18) and therefore shift the area 

of modelled enhanced plume activity back to its observed position and concentrate the discharge 

more stably. With the simplified setup in this study, the hydrological system oscillates between 

several potential stable states in the region of low hydraulic gradient immediately behind the calving 

front, similar to behaviour inferred from seismic observations on similar regions in real glaciers (Vore 

et al., 2019). We have therefore generally confined our discussion of plume melt to average values, 

which are less dependent on any one specific pattern of plume activity, rather than over-interpreting 

such patterns. Including a full representation of the grounding line to mitigate these issues and be 

able to realistically investigate how plume discharge locations move over time will be part of our 

future work on this model. 

Finally, the plume model relies on several poorly-known parameters, which result in a high degree of 

uncertainty around the resulting melt rates. In particular, the heat and salt transfer coefficients, 

which determine the rate at which heat is transferred from the ocean to the ice, are very poorly 

constrained. This results from the extreme difficulty of directly observing submarine melt rate at 

tidewater glaciers simultaneously with all of the other factors affecting submarine melting, such as 

fjord conditions and circulation, and grounding-line subglacial hydrology. Until better observations 

are available to place constraints on models, the absolute values of melt rates in studies such as this 

should be viewed with caution. On the other hand, relative comparisons of melting, for example 

from location to location on a calving front (Figure 17) or between two seasons or time periods 

(Table 5) are more robust with regards to this uncertainty. It is also our hope that models such as 

ours will help to reduce these prevalent uncertainties on melting through improving understanding 

of near-terminus subglacial hydrology. A similar problem applies to the parameters used for GlaDS – 

observational difficulties mean they are currently poorly constrained, but we hope to improve this 

by undertaking a full validation exercise, through comparison with an independently derived dataset 

of calving events at Store, upon the completion of development of a coupled ice-hydrology-plume-

calving model, which is the focus of our future work. 

5.6. Conclusion 

We present the first coupled hydrology-plume model applied to a tidewater glacier in Greenland, 

allowing us to investigate aspects of the subglacial hydrology of Store Glacier critical to ice dynamics 

and calving-front melting that are poorly constrained by existing observations and models. We 

demonstrate that the implementation of the GlaDS hydrological model within the Elmer/Ice 
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modelling suite shows promise in realistically recreating the observed behaviour of the subglacial 

drainage system of Store (Chauché, 2016; Doyle et al., 2018; Young et al., 2019), giving us greater 

confidence in its use as a predictive tool. 

By modelling the seasonal changes in the subglacial hydrology of Store, we explore how discharge 

drives convective plumes that melt the submerged portion of the terminus. We find an active 

subglacial drainage system, with small channels and a distributed sheet extending up to 45 km 

inland in winter, which drives substantial plume activity across the calving front, with localised melt 

rates of up to 1.1 m d-1. This means the freshwater flux is non-zero in winter, at 5.96 m3 s-1, which 

contrasts with assumptions of zero winter freshwater flux at tidewater glaciers in previous work. In 

summer, when surface melt is incorporated as an input to the drainage system, the drainage system 

extends up to 65 km inland, the distance inland that surface melting occurs, though significant 

channelisation only reaches up to 55 km. The more-developed channel system intensifies the activity 

of large plumes at the front, thereby raising the maximum rate of plume-induced melting to 12.6 m 

d-1. However, the concentration of water in fewer larger channels also leaves a large portion of the 

calving front exposed to only a weak plume, such that average plume melt rates increase by a much 

smaller factor compared to winter. 

Overall we find plume melting to increase the freshwater flux into the fjord by 58% in winter, when 

the basal drainage system predominantly carries water produced by friction at the bed. In summer, 

when the basal drainage system also carries surface melt, plume melting increases the freshwater 

flux by only about 5%, on average, although it represents a higher absolute value. Overall, we find 

the freshwater flux to be 9.44 m3 s-1 in winter, with contributions of 42% and 58% from basal 

meltwater production and plume-induced melting, respectively. In summer 2012, the contributions 

were 95% from surface and basal meltwater production and 5% from plume melting; and in 2017 

91% and 9%, respectively. 

We also demonstrate that peaks in surface melt are not well-correlated with peaks in plume melt, 

nor are they the dominant force in determining the maximum extent of the subglacial hydrological 

system, which is instead defined by longer periods of sustained melting. Finally, we show that basal 

water pressures in our model were higher during the record warm summer in 2012 compared to 

2017 when surface conditions were close to the decadal average. Modelled effective pressures 

therefore suggest that the high melt inputs in 2012 did not form a fully efficient subglacial drainage 

system even though the latter extended 55 km inland. This indicates that channel formation may not 

fully negate the lubricating effects of high melt on ice flow. Future work will aim to couple ice flow 
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and calving with the hydrology in order to simulate the dynamic effects of changes in water inputs 

and plume melting. 
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6. Fully Coupled Investigation of Store Glacier 

‘As they came to the gates Círdan the Shipwright came forth to greet them. Very tall he was, and his 

beard was long, and he was grey and old, save that his eyes were keen as stars; and he looked at 

them and bowed, and said: “All Is now ready.”’ 

-The Lord of the Rings, Book 6, Ch. IX 

This chapter presents a set of experiments undertaken using the fully coupled ice-flow-calving-

subglacial-hydrology-plume model, an uncoupled version of which is presented in Chapter 5. 

The work presented in this chapter has been written up for submission to the Journal of Geophysical 

Research: Earth Surface, and, as such, the text of this chapter is taken directly from the prepared 

manuscript. A methods section is therefore included, which recapitulates some of the more detailed 

information in Chapters 3 and 5. References to Cook et al. (2020) refer to the published paper 

included as Chapter 5 in this thesis. All work presented in this chapter was undertaken by S. Cook 

with guidance from J. Todd and P. Christoffersen. J. Todd and P. Christoffersen provided feedback on 

the wording of the text and the presentation of the results. S. Cook, P. Christoffersen and J. Todd 

designed the experiments. S. Cook also developed the model code and executed the experiments 

with contributions from J. Todd, P. Christoffersen. S. Cook analysed the model outputs and wrote 

the manuscript. 

6.1. Abstract 

We present the first fully coupled model of a tidewater glacier, incorporating ice flow, calving, 

subglacial hydrology and plume melting, and apply it to Store Glacier, Greenland. We simulate a year 

of high melt (2012) and a year of low melt (2017) to examine differences in the behaviour of the 

glacier in these two scenarios. We validate the model by comparison to a range of observations 

gathered at Store Glacier, and compare its results for the hydrological system to those derived from 

a previous study using a simpler model. We find that the model is generally consistent with 

observations and makes clear the importance of terminus velocity as a large-scale control on calving 

event frequency. We also show the high temporal variability of calving and the consequent difficulty 

of deriving a simple calving law without long-term observational datasets. In terms of modelled 

hydrology, we find results consistent with previous work, but which highlight the importance of the 

ice-velocity-hydrology feedback in suppressing channel growth under thicker ice inland and in 

driving changes in terminus behaviour, including calving. We suggest that 2012 marks a melt 

threshold at which Store Glacier begins to exhibit a fully channelised drainage system at the 

terminus, but that this can be countered by higher water pressures and velocities inland. Overall, we 
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show the spatially variable nature of the coupled ice-hydrology system and its importance in 

determining the behaviour of the terminus and thus calving. The fully coupled nature of the model 

allows us to also demonstrate the likely lack of any hydrological or ice-dynamic memory at Store, 

with both years showing very similar glacier states at the end of the runs. 

6.2. Introduction 

The Greenland Ice Sheet (GrIS) is currently experiencing mass loss of 286±20 Gt a-1, of which 44% is 

due to discharge from tidewater glaciers (Mouginot et al., 2019). Such glaciers drain 88% of the GrIS 

(Rignot and Mouginot, 2012), making their dynamical behaviour an important target of study when 

assessing the current and future state of the GrIS. The GrIS is now contributing nearly 1 mm a-1 to 

sea-level rise (IPCC, 2019), a significant increase from a stable state 40 years ago (Mouginot et al., 

2019); hence, predicting this future behaviour and the ensuing change in sea level is only becoming 

more urgent. 

However, Greenlandic tidewater glaciers present a challenging environment, leaving many 

important processes poorly understood. The thickness (typically hundreds of metres or more) and 

speed (often several kilometres a year) of the ice make access to the basal environment very 

difficult; only a couple of studies have reported direct borehole observations of the base from such 

glaciers (Doyle et al., 2018; Lüthi et al., 2002) and studies of their subglacial hydrology (e.g. Schild et 

al., 2016; Sole et al., 2011; Vallot et al., 2017) and basal conditions (e.g. Hofstede et al., 2018) are far 

fewer in number than on land-terminating portions of the ice sheet (e.g. Davison et al., 2019; Sole et 

al., 2013; Tedstone et al., 2015, 2013; Williams et al., 2020). This means characterisation of the 

physical basal properties and subglacial hydrology of Greenlandic tidewater glaciers is very limited. 

At the same time, observations of behaviour and morphology at the calving front are also limited, 

both in Greenland and globally, due to the dangerous and inaccessible nature of the environment, 

meaning calving and submarine-melt processes are also poorly constrained by the available data. 

Recent work has started to improve this situation (e.g. Cassotto et al., 2018; Jackson et al., 2019, 

2017; Sutherland et al., 2019; Vallot et al., 2019; Xie et al., 2019), particularly with regards to 

observations of meltwater plumes at the calving front (e.g. Hewitt, 2019; Jackson et al., 2019, 2017; 

Jouvet et al., 2018; Slater et al., 2018), but, overall, many aspects of tidewater glaciers remain under-

observed and poorly characterised. 

Computer modelling provides an avenue for ameliorating this lack of direct observations and for 

predicting the future behaviour of Greenland’s tidewater glaciers, but the complexity of these 

systems has made it difficult to implement realistic fully coupled models. Simulating calving is 

particularly challenging, as the development of a simple calving law, if one is achievable, remains 
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elusive (Benn et al., 2017a; Benn and Åström, 2018), requiring the use of computationally expensive 

full-Stokes, 3D models to reproduce calving with any degree of realism (Todd et al., 2018, 2019). 

Introducing and coupling subglacial hydrology and meltwater plumes, perhaps the two most 

important additional and under-observed sets of processes, to such models adds a further layer of 

computational complexity, meaning that attempts to simulate the full tidewater-glacier system have 

hitherto only studied selected processes in an uncoupled manner in order to keep the computation 

time within reasonable limits (Vallot et al., 2018). Such models are also difficult to validate, owing to 

the number and variety of input datasets meaning that finding a fully independent validation dataset 

is not necessarily straightforward. 

However, growth in computational power means that developing and running a fully coupled model 

of a tidewater glacier is no longer impractical, allowing greater insight into the behaviour of these 

systems. This study therefore presents a fully coupled model of ice flow, calving, subglacial 

hydrology and convective meltwater plumes within the 3D, full-Stokes Elmer/Ice modelling suite, 

with application to Store Glacier (henceforth referred to as Store) in west Greenland. Validation of 

the model is undertaken by comparison to observational evidence from Store. This paper builds on 

the calving model presented in Todd et al. (2018), with the addition of subglacial hydrology and 

convective plumes, as presented in Cook et al. (2020), to develop a fully coupled model of Store that 

includes the primary glaciological processes and simulates the resulting glacier behaviour, revealing 

the complex coupled nature of Store. 

6.3. Data and Methods 

The study site (Section 6.3.1), model set-up (Section 6.3.2) and overall modelling procedure (Section 

6.3.3) are described below. Details are included on how the individual model components are 

coupled within the overall framework of Elmer/Ice (Gagliardini et al., 2013) and how the model was 

spun up. 
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6.3.1. Study Site 

 

Figure 27 – Model domain of Store (main image). Background shows the 20-year velocity average from the MEaSUREs 

dataset (Joughin et al. 2016, 2018). Inset a shows a zoomed-in view of the terminus (red rectangle in main image). Red 

circles show approximate areas of observed surfacing plumes. Background shows Landsat view of Store. Inset b shows 

Store’s location (red rectangle) in Greenland. Background image from MODIS. 

Store (Sermeq Kujalleq), one of the largest tidewater outlet glaciers on the west coast of Greenland 

(70.4°N, 50.55°W), flows into Ikerasak Fjord (Ikerasaup Sullua) at the southern end of the 

Uummannaq Fjord system (Figure 27). The calving front is 5 km wide, with surface velocities 

reaching up to 6600 m a-1 (Joughin, 2018). The terminus is pinned between narrow fjord walls and a 

sill on the sea floor, making the terminus position relatively stable despite the trunk of the glacier 

flowing through a deep trough extending to nearly 1000 m below sea level (Rignot et al., 2015). With 

no observed retreat since 1985 (Catania et al., 2018), the glacier represents a stable Greenland 

outlet glacier and is an ideal target for modelling studies aiming to understand the ‘natural’ state of 

a tidewater glacier, i.e. one that is currently in a stable terminus position. Store could, however, 

retreat rapidly should increasing melt force the terminus backwards from its current pinning point 

(Catania et al., 2018). 
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6.3.2. Model set-up 

In this study, we use the open-source, 3D, full-Stokes Elmer/Ice modelling suite (Gagliardini et al., 

2013), which includes the GlaDS hydrological model (Werder et al., 2013). Cook et al. (2020) 

described the coupled use of GlaDS and a 1D plume model to investigate the subglacial hydrology of 

Store, with only unidirectional coupling with the overlying ice. We build on that study by the 

addition of the calving model detailed in Todd et al. (2018) and the implementation of two-way 

coupling between the overlying ice and the subglacial hydrology. Hence, our model effectively 

couples ice flow with evolving hydrological drainage, convective plumes driven by subglacial 

freshwater discharge, undercutting of the terminus and calving, providing coupling between all the 

components and an evolving glacier geometry. Model components, parameters, meshes and 

boundary conditions are the same as detailed in Cook et al. (2020), but are detailed below for ease 

of reference. A schematic representation of the major model components is shown in Figure 28. 

 

Figure 28 – Schematic of the Store Glacier model domain in Elmer/Ice with surface mass balance and terminus melting (top 

mesh), and sheet discharge and channel area (bottom mesh) shown in colour. Green dotted lines show points of 

correspondence on the two meshes. Note the dotted green rectangles that show an example of a plume simulated at the 

calving front and the channels simulated on the hydrology mesh that are feeding it; these channels line up with areas of 

simulated higher sheet discharge. The extended mesh domain of the hydrology mesh is to ensure that the hydrology can 

track the glacier terminus if it advances. 

6.3.2.1. Ice flow and calving model 

This study uses the 3D, full-Stokes ice-flow model Elmer/Ice (Gagliardini et al., 2013), implementing 

calving as described by Todd et al. (2018, 2019). The upstream limit of the model domain is taken as 
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the 100 m a-1 velocity contour, and a boundary condition specifying observed velocity is imposed on 

the inflow boundary. A no-slip condition is imposed on the lateral boundaries, and flow is also 

prevented through these boundaries. To allow better and more realistic representation of glacier 

flow near the terminus, we apply a Glen enhancement factor of 6.0 along observed shear lines on 

the lower trunk where ice flows into the sea, and a sea-water pressure condition was imposed on 

the calving front and its base. 

The glacier terminus is allowed to float where the ice thickness is small enough to permit it, which 

makes the simulation of the grounding line more realistic than in our previous study (Cook et al., 

2020). The addition of this set of processes also means that three free surfaces are present and 

allowed to evolve throughout each simulation. The upper free surface is subject to a surface mass 

balance (SMB) accumulation flux (which may be negative, representing ablation) boundary 

condition, varying daily to provide realistic mass forcing for the model. This is taken from RACMO 

2.3p2 data (van Wessem et al., 2018). The bottom free surface consists of any parts of the glacier 

terminus that have become ungrounded, and to which a seasonally varying basal melt rate of 2.3 m 

d-1 in winter and 4.2 m d-1 in summer is applied, following Todd et al. (2018).  

We also apply an ice mélange forcing as back pressure to the calving front. Following Todd et al. 

(2018), the mélange is deemed to develop on 1st February and last until 29th May in 2012 and 8 July 

in 2017, when it was observed to break out. The backstress provided by the mélange is applied with 

a constant value of 45 kPa over a thickness of 75 m, which is less than the 120 kPa assumed by Todd 

et al. (2018), but in good agreement with the backstress estimated by Walter et al. (2012) for Store 

and also the intermediate forcing scenario described by Todd et al. (2019). 

The ice mesh was refined to reach the maximum resolution of 100 m near the calving front, 

coarsening gradually to 2 km beyond 20 km inland. More detail on the mesh is provided in Cook et 

al. (2020). Finally, the frontal free surface is allowed to advance and retreat with variations in ice flux 

and calving, as well as being forced by the melt rates applied from the implementation of a 

convective plume model as described in Cook et al. (2020) and summarised below.  

6.3.2.2. Subglacial hydrology 

Store’s subglacial hydrology is modelled using the GlaDS (Glacier Drainage System) module within 

Elmer/Ice. Full details of the model are available in Werder et al. (2013), and its implementation in 

this context is detailed in Cook et al. (2020). GlaDS simulates an inefficient sheet drainage layer and 

an efficient channelised network (Figure 28), allowing the drainage to evolve as meltwater inputs 

change. Switching between the two types of drainage is triggered by localised concentrations of 

water in the sheet. 
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GlaDS is run on a separate 2D mesh distinct from the 3D ice-flow mesh, but replicating its footprint. 

This allows a finer GlaDS mesh resolution, starting at 100 m in the lowermost 20 km of the domain 

and coarsening to 2 km only in the uppermost portion of the domain, beyond 100 km from the front. 

In terms of boundary conditions, channels are not allowed to form along any of the boundaries of 

the hydrology mesh and no water flow is assumed or permitted to occur across the lateral or inflow 

boundaries. As in Cook et al. (2020), the hydraulic potential (𝜙) is set to 0 at the calving front (i.e. we 

assume the calving front is at flotation), following Eq. (18) and (19): 

𝜙 =  𝜌𝑤𝑔𝑍 +  𝑃𝑤 

(18) 

𝑃𝑤 = 𝜌𝑤𝑔(𝑍𝑠𝑙 − 𝑍) 

(19) 

Where 𝜌𝑤 is the density of water at the calving front (i.e. of seawater in this case), 𝑔 is the 

gravitational constant, 𝑍 is the elevation with respect to sea level, 𝑃𝑤 is the water pressure, and 𝑍𝑠𝑙  

is sea level. In the case where 𝑍𝑠𝑙  is set at 0.0, as it is here, and 𝑍 is negative, which will be true for 

the outflow of the subglacial hydrological system at the bottom of the calving front, it can be seen 

that substituting Eq. (19) into Eq. (18) will give a result of 0 for 𝜙. 

Boundary conditions are also applied to all fjord-connected ungrounded areas setting all 

hydrological variables to 0, as water that reaches these areas has left the grounded subglacial 

hydrological system that GlaDS models and entered the fjord. Water pressure, however, is set equal 

to Eq. (19). Input to the hydrological system is provided using surface runoff data from RACMO 2.3p2 

(van Wessem et al., 2018). 

The parameters for GlaDS are those from Cook et al. (2020) and are shown in Table 6. The sensitivity 

of GlaDS to these parameters is explored in Werder et al. (2013) and is not considered further here 

as it is beyond the scope of this study. 

6.3.2.3. Plume model 

The plume model used in this study is based on buoyant plume theory (Jenkins, 2011; Slater et al., 

2016) and is identical to the 1D model used and detailed in Cook et al. (2020). The model simulates a 

continuous sheet-style ‘line’ plume across the width of the calving front, split into continuous 

segments centred on each grounding-line node on the ice mesh. This plume geometry is supported 

by the limited observational data available for tidewater glaciers (Fried et al., 2015; Jackson et al., 

2017).  
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Table 6 – Parameters used in GlaDS model for all model runs in this study. 

Description Symbol Value Units 

Pressure melt coefficient 𝑐𝑡 7.5 · 10-8 K Pa-1 

Heat capacity of water 𝑐𝑤 4220 J kg-1 K-1 

Sheet flow exponent 𝛼𝑠 3  

Sheet flow exponent 𝛽𝑠 2  

Channel flow exponent 𝛼𝑐 5/4  

Channel flow exponent 𝛽𝑐 3/2  

Sheet conductivity 𝑘𝑠 0.0002 m s kg-1 

Channel conductivity 𝑘𝑐 0.1 m3/2 kg-1/2 

Sheet width below 

channel 

𝑙𝑐 
20 m 

Cavity spacing 𝑙𝑟 100 m 

Bedrock bump height ℎ𝑟 1 m 

Englacial void ratio 𝑒𝑣 10-4  

 

The input to the plume model is provided by subglacial discharge derived as the sum of channel and 

sheet discharge from GlaDS at each grounding-line node on the hydrology mesh. The resulting melt 

rate profiles are then applied to the frontal boundary of the ice mesh. Winter and summer data on 

oceanographic conditions (temperature and salinity) in the fjord are taken from conductivity-

temperature-depth casts made near the calving front as described in Cook et al. (2020) (see also 

Figure 15). 

6.3.2.4. Model coupling 

In contrast to the one-way coupling used by Cook et al. (2020) to study the formation of channelised 

basal networks at Store, we implement a full two-way coupling between the hydrological systems 

and ice flow and calving, which changes the frontal geometry when icebergs break off. This coupling 

is achieved in three steps. Firstly, as described above, plume melt rates are applied as a forcing to 

the terminus of the glacier, influencing its geometry and velocity due to undercutting. Secondly, the 

modelled basal water pressure is used to predict the opening of basal crevasses, which play a major 

role in the model’s calving mechanism, as described previously (Todd et al., 2018). Thirdly, a 

Coulomb-type sliding law (Gagliardini et al., 2007) is implemented to link ice velocities to the 

effective pressures in the hydrological system. This sliding law takes the form: 
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𝜏𝑏 = 𝑆𝑁 [
𝜒𝑢𝑏

−𝑛

(1 + 𝑎𝜒𝑞)
]

1
𝑛

𝑢𝑏 

(20) 

Where 

𝑎 =
(𝑞 − 1)𝑞−1

𝑞𝑞
 

(21) 

And 

𝜒 =
𝑢𝑏

𝑆𝑛𝑁𝑛𝐴𝑠
 

(22) 

Where 𝑆 is a constant equal to the maximum bed slope of the glacier (here set to 0.9); 𝑛 is a 

constant, typically equal to 3 (this is the constant from Glen’s flow law), the value used here; 𝑞 is a 

constant, typically equal to 1, as used here; and 𝐴𝑠 is the sliding coefficient. The value of this 

coefficient was tuned to provide the best match to observed velocities, being set to 9 x 104 m Pa-3 a-1 

beneath the terminus and up to 15 km inland, increasing to 9 x 105 m Pa-3 a-1 beyond 25 km inland, 

with a linear transition between the two values between 15 and 25 km inland. Sensitivity analysis 

suggested, however, that the velocity at the terminus of the glacier was relatively insensitive to the 

value of 𝐴𝑠, as all runs eventually converged towards the same velocity for a wide range of 

coefficients (not shown). 

The model timestep was set to 0.1 days, with the GlaDS and plume models running every timestep. 

The less-rapidly changing variables on the ice mesh, including determination of calving events and 

the Stokes and temperature solutions, were only computed every day (i.e. every 10 timesteps) in 

order to reduce the computation time.  
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6.3.3. Modelling procedure 

6.3.3.1. Model relaxation 

Given the complexity of the fully coupled model, relaxation was undertaken in 

several phases (Figure 29) to allow individual model components to relax 

before running a fully coupled relaxation as the final step. The workflow was:  

• Step 1: Steady-state simulation to obtain a converged temperature-

velocity field. 

• Step 2: Steady-state inversion from the results of Step 1 to obtain 

values for the friction coefficient at the base 

• Step 3: Transient simulation lasting 10 years where the geometry of 

the ice was allowed to evolve, using the basal friction field from Step 

2. No hydrology, plumes or calving implemented. 

• Step 4: Transient simulation lasting 1 year to initialise the subglacial 

hydrology, using the geometry obtained from Step 3 and the friction 

field obtained from Step 2. GlaDS and plumes run, but are not 

coupled to the overlying ice. Calving is not implemented. 

• Step 5: Transient simulation lasting 4 years, using the hydrological 

system obtained from Step 4 and the geometry from Step 3 to relax 

the coupled hydrology-plumes-ice system. No calving implemented. 

• Step 6: Transient simulation lasting 30 years with all model 

components present and coupled to allow relaxation of the entire 

system. Calving is implemented. 

Model relaxation steps 1-4 are the same initialisation procedure described in 

Cook et al. (2020). The fully coupled model (including steps 5-6) is the one 

described in Section 6.3.2. 

6.3.3.2. Model experiments 

The relaxation procedure described above was used as the basis for two one-year experiments, 

aiming to replicate the behaviour of Store in 2012 (a high-surface-melt year) and 2017 (a low-

surface-melt year). We choose to simulate Store during these years because 2012 was the warmest 

year on record while 2017 was a comparatively standard year with a comparatively cool summer. 

We have previously examined how hydrological systems may have evolved beneath Store during 

these years (Cook et al., 2020), albeit with no coupling to the ice flow. In this study we explore how 

Step 1 

Steady state 

convergence 

Step 2 

Steady state 

inversion 

Step 3 

Transient (10 a) 

geometry relaxation 

Step 4 

Transient (1 a) 

hydrology init. 

Step 5 

Transient (4 a) 

hydrology relaxation 

Step 6 

Transient (30 a) 

full relaxation 

Figure 29 – Flow diagram 
showing model relaxation 
procedure in six steps. 
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glacier dynamics evolve in a fully coupled 3D full-Stokes model with time-varying basal drainage 

efficiency, plume-induced frontal melt, and calving.  Both runs were started from the end of the last 

year of relaxation, so any differences between the two runs can be ascribed to the contrasting 

forcing, rather than dissimilar initial conditions. Experiments were forced with daily-resolution SMB 

and surface melt RACMO 2.3p2 data (van Wessem et al., 2018) with the assumption that runoff is 

delivered to the bed in the grid cell below which it was produced. Other datasets used as inputs to 

the model are the same as those described in Cook et al. (2020). 

6.4. Results 

This section summarises the key simulation results. Section 6.4.1 presents results related to the 

subglacial hydrology of Store, to be compared against those shown in Cook et al. (2020). Section 

6.4.2 deals with the calving activity simulated by the model. Both sets of results are discussed in 

Section 6.5. 

6.4.1. Subglacial hydrology and ice flow 

6.4.1.1 Channel formation and ice-flow response 

A key feature of the fully coupled model presented in this paper is the coupling between ice velocity 

and the underlying hydrological system. This can be seen functioning as expected in the model using 

results from an inland site near the limit of channel formation between May and September 2012 

(Figure 30; location in Figure 31). This far inland (25 km), surface runoff is not produced until the end 

of May, so the thickness of the inefficient sheet (Figure 30a) and the water pressure (Figure 30b) are 

consequently flat before this point, with values of 0.025 m and 5.3 MPa, respectively. Velocity 

(Figure 30a) shows a gentle decline from 670 m a-1 to 620 m a-1 over the course of May, and there is 

no channelisation (Figure 30b). As surface melt begins at the end of May, water pressure increases 

to 7.4 MPa in the first week of June, but this has a very limited impact on velocity as melt levels are 

still low (<0.2 x 108 m3 d-1, <10 m d-1 locally). Velocity thus begins a slow increase, reaching 630 m a-1, 

as the additional water is absorbed by an increase in sheet thickness to 0.115 m. A second peak in 

water pressure is then reached about the 20th June following a broad peak in surface melt at 

0.5 x 108 m3 d-1 (20 m d-1 locally), with pressure reaching 7.5 MPa, leading to velocity reaching 650 m 

a-1, before declining to 640 m a-1, as most of the water is again absorbed by a further increase in 

sheet thickness, to 0.16 m (from 0.11 m). Channels also begin to form at this time, but remain small 

and have limited impact. 
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Figure 30 – Example of hydrology-velocity coupling from 25 km inland in model domain in May-September 2012 (location is 

shown in red box in Figure 31c). a shows water pressure and 3-day smoothed velocity; b shows sheet thickness and channel 

cross-sectional area as proxies for the development of the inefficient and efficient drainage systems, respectively. c shows 

input to the subglacial hydrological system from RACMO 2.3p2 surface runoff data for Store as a whole and the local 
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average melt rate. Note how variable the velocity response is to a given water-pressure change based on the degree of 

channelisation and sheet capacity in the subglacial drainage model. 

Continued and higher surface runoff, producing a much sharper melt peak reaching 1.0 x 108 m3 d-1 

(34 m d-1 locally), leads to a third peak in water pressure, of 7.5 MPa, in the first week of July. Some 

of this is absorbed by a renewed increase in sheet thickness to 0.13 m, but starting from a similar 

base of 0.10 m, meaning that there is a much greater velocity response (a peak of 750 m a-1) to the 

increased pressure. This saturation of the inefficient sheet drainage system also allows substantial 

channel growth, with average cross-sectional area exceeding 7 m2, though this happens too late to 

mitigate the initial velocity response. The increased channelisation then leads to rapid drainage of 

the excess water in the sheet, with sheet thickness dropping to 0.07 m in the third week of July and 

the beginning of a declining trend in water pressure. The channels also show some decay, with 

average cross-sectional area falling to 5 m2 at this point. 

Two further water-pressure peaks, one at the end of July and one at the start of August (the first 

peaking at 7.5 MPa, the second at 7.2 MPa), then show the sophistication of the modelled 

hydrology. The first peak (from 0.9 x 108 m3 d-1 of surface melt; 32 m d-1 locally), hitting the decaying 

system described above, leads to a rapid rise in sheet thickness to 0.11 m, with an increase in 

average channel cross-sectional area to 8 m2, though this then again leads to rapid dewatering of the 

sheet. Therefore, velocity responds strongly to this first peak, reaching a seasonal maximum of 

900 m a-1, from which it rapidly drops to under 650 m a-1. The second pressure peak (from 

0.8 x 108 m3 d-1; 25 m d-1 locally), however, despite being of similar magnitude to the first, occasions 

a weaker velocity response (velocities stay below 670 m a-1) and a smaller sheet-thickness peak (0.10 

m). Instead, the average cross-sectional area of the channels rises rapidly to its seasonal high point 

of 10.5 m2, leading to efficient evacuation of the excess water and explaining the reduced velocity 

response. Following this, sheet thickness drops to its lowest level of the summer, reaching 0.035 m 

(i.e., nearly returning to its pre-melt-season value) in the second week of August. Water pressure 

also hits a minimum of 5.4 MPa at this time as channel growth reduces pressure in the subglacial 

drainage system. A final water-pressure peak (7.5 MPa) in mid-August then produces a very limited 

velocity response, as both the sheet and the channelised system have sufficient spare capacity to 

accommodate the excess water from a much smaller melt peak (0.4 x 108 m3 d-1, 15 m d-1 locally). 

The foregoing is to show that the model’s coupling produces realistic behaviour in line with theory 

(Röthlisberger, 1972) and observations. Initial surface melt rapidly fills up the inefficient drainage 

system (the sheet in the model), leading to a large velocity response as the excess water cannot 

drain, and also encouraging the growth of larger channels (equivalent to the so-called ‘Spring Event’ 

on alpine glaciers (Mair et al., 2001, 2003)). Once these reach a sufficient size, they are able to drain 
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the bed much more efficiently, leading to water being lost from the sheet into these channels and 

reducing the velocity response to renewed water-input and -pressure peaks. This example also 

shows the importance of the degree of channelisation in controlling the model’s behaviour, which 

will be further explored in the discussion (Section 6.5). 

6.4.1.2 Channels and terminus dynamics 

Having shown the fundamental validity of the velocity-hydrology coupling in the model, we present 

some results for the wider model domain and the terminus, where the coupling would be expected 

to be less evident, owing to the importance of lateral friction instead of basal friction in this 

environment. 

Key hydrological quantities for both simulations are shown in Table 7. It is clear that the higher 

surface melt in 2012 (3.2x109 m3 in total) compared to 2017 (1.3x109 m3) leads to the development 

of a more extensive subglacial system consisting of larger channels, which discharge more. This peak 

channel size is reached on 15th July in 2012 and 4th August in 2017. At this peak, channels over 1 m2 

in area within a clear arborescent system reach 41 km inland in 2012 and 29 km in 2017 (Figure 31c, 

31f). Median channel area at this peak extent in 2017 is 30% lower than in 2012, and all other 

variables point in the same direction: median channel flux is 46% lower, and the channelised area is 

43% lower. In addition to this clearly larger channelised system in 2012, the mean sheet thickness in 

2017 is 13% lower, and the mean sheet discharge is 64% lower; yet, the mean effective pressure is 

only 3% higher than in 2012, indicating that the expanded system in 2012 is still not sufficiently 

channelised overall to produce a truly efficient drainage system with low water pressures in the face 

of high water inputs.  The greater surface-melt input in 2012 feeds through into plume melting at 

the terminus, which explains why the mean plume melt rate is 22% lower in 2017, whilst the mean 

of the daily maxima in plume melt rates is 12% lower, leading to the total volume of plume melting 

in 2017 being 27% lower than in 2012. 

Despite this difference in peak channelised extent, though, by the end of each simulation, the 

subglacial hydrological system has returned to a near-identical state and extent (Figure 31a, 31d, 

represent this state well), with remaining channels confined to the lower 5 km of the glacier 

terminus. These perennial channels remain relatively large because basal meltwater is produced 

from frictional heat even in winter. This explains why the median channel area in winter is higher 

than the median value at peak extent, which includes many small channels in addition to those 

which are enlarged. (Table 7). Many of the quantities shown in Table 7 exhibit similar values, with 

the exception of median channel area and flux. While median channel area is 41% lower at the end 

of 2017 than in 2012, the median channel flux is 46% higher, as the larger hydrological system in  
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Table 7 –  Summary of hydrological conditions and melt in 2012 and 2017. The channel, sheet and pressure statistics are 

taken from the final timestep across the entire model domain (columns marked ‘End’) or the timestep where maximum 

Area Channelised was reached (columns marked ‘Peak’ – this occurred on 15th July for 2012 and 4th August for 2017); the 

plume statistics are taken from the calving front across all timesteps. 'Area Channelised' refers to the percentage of the 

possible channel segments occupied by channels. Channel statistics exclude channels smaller than 1 m2 in cross sectional 

area. ‘Mean maximum plume melt rate’ is the mean of the daily maxima in plume melt rates across the whole length of the 

simulation. 

 2012 2017 

 
Peak (15th 

July) 
End 

Peak (4th 

August) 
End 

Median channel 

area (m2) 
3.68 13.2 2.57 7.85 

Median channel 

flux (m3 s-1) 
4.11 0.22 2.20 0.32 

Area channelised 

(%) 
8.03 1.39 4.57 1.42 

Mean sheet 

discharge (m3 s-1) 
0.015 0.0005 0.005 0.0005 

Mean sheet 

thickness (m) 
0.13 0.08 0.11 0.07 

Mean effective 

pressure (MPa) 
1.73 2.40 1.79 2.39 

Mean plume melt 

rate (m d-1) 
0.34 0.27 

Mean maximum 

plume melt rate 

(m d-1) 

4.78 4.19 

Total plume melt 

(m3 a-1 x108) 
6.46 4.69 

 

2012 takes longer to decay, and its more numerous, larger channels evacuate the remaining water 

more efficiently, resulting in less water per channel. The similarity of the sheet and pressure 

variables between the two years, however, suggests the hydrological systems in each year are 

rapidly converging towards a comparable state, indicating that the hydrological system by the end of 

winter is not greatly influenced by the extent to which it grew in the preceding summer.  
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Figure 31 – Modelled subglacial channel networks at Store in 2012 and 2017. a shows the channel extent on March 31st 

2012; b shows the channel extent one month before peak channelisation; and c shows the peak channel extent in 2012 

(achieved on 15th July). The red box shows the location of Figure 30 (this is also approximately the same area where water 

pressure records are reported by Doyle et al. (2018)). d shows the channel extent on March 31st 2017; e shows the channel 

extent one month before peak channelisation; and f shows the peak channel extent in 2017 (achieved on 4th August). Panels 

a and d are also representative of the channel network present at the end of their respective simulations. Note how much 

more extensive the network is in 2012 and how rapid growth is in the month preceding peak channelisation. Compare to 

Figure 16 and Figure 22. 

Considering the location and distribution of plume melting at the front further, 2012 (Figure 32a) 

shows two very clear sites of plume activity over the length of the simulation, a primary one on the 

southern side and a secondary one on the northern side, with comparatively little activity elsewhere 

along the submerged ice front. In 2017 (Figure 32b), the distribution of plume activity is much more 

uniform; the northern plume is still visible, but the southern one has disappeared. Melt undercutting 

is therefore much more evenly distributed in 2017, even if actual melt rates are higher in 2012 

(Table 7), but with a much greater degree of spatial heterogeneity. This is because the higher degree 

of channelisation in 2012 (Table 7; Figure 31) leads to larger and more fixed drainage outlets at the 

terminus, and therefore increased localisation of large plumes and accompanying high melt rates. In 

2017, these outlets are more mobile and represent a smaller contribution relative to drainage 

through the sheet, hence the more uniform plume activity across the front. 
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Figure 32 – Heat map of plume activity in a 2012 and b 2017 simulations. Areas with a value of 1 show the highest mean 

plume melt rates across the entire length of the model run (note therefore that the index values are relative to each 

individual simulation and should not be taken as showing similar levels of melt between simulations); areas with a value of 

0 show no plume activity at any point. North is to the left and south to the right. Note logarithmic scale and how 2017 

shows much more uniform plume activity than 2012. Compare Figure 23. 

Examining the sources of different kinds of melt (Figure 33) and the consequent evolution of the 

subglacial drainage system, we find a minimum in channelisation of 1% towards the end of March in 

both years. We then see slow growth in response to early surface melt, before very rapid growth 

begins in the month leading up to peak extent of the channelised system. So, in 2012, the slow 

growth phase occurs in May, with rapid growth in June leading up to the peak (8%) on the 15th July 

(Figure 33a). In 2017, slow growth occurs throughout May and June, with rapid growth in July 

preceding the peak (4.6%) on the 4th August (Figure 33b). In particular, the sudden drop in surface 

melt from 2 x 107 m3 d-1 to 3 x 105 m3 d-1 in the last week of June in 2017 acts as a brake on the 

growth of the channelised system. After reaching their peaks, both years exhibit rapid decay of the 

channelised system in August and September, returning to pre-summer levels of channelisation (1-

2%) by October. The response to variable surface-melt inputs is lagged and more pronounced before 

peak channelisation in both years, with a less sensitive response after peak channelisation. 

Basal melt from friction across the entire 4400 km2 area of the model domain (Figure 27) is 

essentially constant and identical in both years, remaining a little below 106 m3 d-1, whilst plume 

melt shows much higher variability. However, it is notable that plume melting is at or above basal 

melt in terms of volume, despite occurring purely on the 2 km2 surface area of the submerged 

portion of the calving front, showing the importance of plume melting. Outside the summer melt  
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Figure 33 – Time series of melt quantities in a. 2012 and b. 2017. The blue line shows surface melt input to the hydrological 

system (small values not shown); the grey line shows input to the system from melting at the ice-bed interface; the red line 

shows melting caused by plumes at the calving front; and the dotted black line shows the percentage of the subglacial 

hydrological system occupied by channels >1m2 in area as a proxy for evolution of the system. Compare with Figures 20 and 

21. Note how basal melt is largely constant whilst plume melting shows some seasonality. The large spike in plume melting 

early in 2012 is a model artefact and should not be regarded as physically meaningful. 

season, in both 2012 and 2017, plume melting is broadly equal to basal melt at around 106 m3 d-1. In 

the melt season, however, in 2012, plume melting increases by nearly an order of magnitude, 

staying above 3 x 106 m3 d-1 for nearly all of June, July and August, and repeatedly peaking at 8 x 106 

m3 d-1 in June and July. In 2017, though, this summer increase is much more subdued, with a single 

peak at 5 x 106 m3 d-1 on the 29th July and melt quantities otherwise at or below 3 x 106 m3 d-1. 

Conversely, the subsequent decline in plume melting back towards the 106 m3 d-1 level as winter 

returns is much less evident in 2017 than 2012, with plume melt rates maintaining a higher level 
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through to the end of the year, as the less efficient drainage system in 2017 dewaters the bed more 

slowly. Outside of this general seasonal pattern of more plume melt in summer and less in winter, 

however, there is little relationship between surface melt and plume melt, with peaks and troughs in 

the former not necessarily leading to similar features in the latter. The relationship between all 

these factors, and how they compare to previous modelling of Store (Cook et al., 2020), will be 

discussed further in Section 6.5. 

 

Figure 34 – Surface melt (blue line) and domain-averaged water pressure (purple line) in a. 2012 and b. 2017 at Store. 

Notice how water pressure is closely linked to the surface-melt input. Compare with Figure 25. 

As the key driver of the evolution of the subglacial hydrological system, surface melt is also the key 

determinant of domain-averaged basal water pressure (Figure 34), with r = 0.75 between daily 

meltwater input and domain-averaged daily water pressure for 2012 and r = 0.61 for 2017. Water 

pressure shows a similar general pattern to channelisation (Figure 33): a minimum of 6.7 MPa in 
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March-April before the onset of surface melt, an erratic increase with peaks reaching 8.2 MPa in 

2012 and 9.2 MPa in 2017 as surface melt sets in, and then a gradual decline in the final quarter of 

the year to below 7.0 MPa. Within that general pattern, however, there are some important 

differences. In 2012 (Figure 34a), there is a declining trend in water pressure from the end of May to 

mid-August, before increasing again through to the end of September, after which it enters the late-

year general decline. In 2017 (Figure 34b), though, there is an upward trend in water pressure 

throughout the summer melt season until mid-August, with a very short downward trend for the 

second half of August, before two late surface-melt spikes push pressures up again in September, 

leading to a general decline from October onwards. Additionally, 2017 exhibits a much greater 

water-pressure response to these late-melt-season injections of surface melt than 2012, with values 

fluctuating by as much as 2 MPa over the course of just 4 days. This is because the less-channelised 

drainage system present in 2017 is less able to accommodate sudden influxes of water, leading to 

large water pressure spikes. In 2012, the more extensive, if decaying, channelised system can still 

mostly accommodate the extra water from these late-season surface-melt spikes; hence, leading to 

a much more muted water pressure response. 

Water pressure, in turn, as shown in the previous section, is one of the main factors controlling the 

ice velocity inland. This relationship is less clear at the terminus, owing to the greater importance of 

lateral, as opposed to basal, friction in determining flow. Since the domain-averaged water pressure 

does not necessarily dictate the ice velocity at the terminus (Figure 35), we also consider variations 

in water pressure strictly beneath the terminus region (Figure 35). In 2012, basal water pressures 

decrease from 9 MPa at the end of May to 6 MPa at the end of September, mirroring the drop in 

terminus velocity. In 2017, we find basal water pressures in this near-terminus region to vary very 

little, with the exception of the mid-September melt-pressure spike described above. It is notable 

that this spike, despite its size, has very little impact on terminus velocities (Figure 35b), as it did not 

lead to any significant large-scale reorganisation of the subglacial hydrological system (Figure 33b) 

sufficient to counter the dominance of lateral friction. The declining versus unchanged water-

pressure profiles in 2012 and 2017, respectively, partially explain why the corresponding velocity 

profiles evolved as discussed above. One feature that is not hydrologically controlled, however, is 

the higher April velocities seen in both years, which are instead driven by thickening of the terminus 

through winter and the concomitant increase in driving stress. Thickening also contributes to the 

increase in velocities seen at the end of the year in 2012 (Figure 35). 
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Figure 35 – Average terminus velocity (green line), domain-averaged water pressure (dashed purple line), and near-

terminus water pressure (solid purple line) at Store in a. 2012 and b. 2017. The near-terminus water pressure is the average 

water pressure at the bed between 4 and 10 km inland of the terminus, to remove any variations associated with 

(un)grounding of the front. 

6.4.2. Ice flow and calving 

The modelled calving behaviour at Store is seen in Figure 36, which shows that the distribution of 

events in both years is quite similar, with a distinct modal peak in the 3-5 x 105 m3 range. Our model 

produces 2,571 calving events larger than the cut-off size of 1 m3 in 2012 and 1,677 similar events in 

2017, with a mean size of 1.8 x 106 and 1.1 x 106 m3, respectively. Of these events, 53% (2012) and 

59% (2017) occur within the 105-106 m3 interval, representing 13% and 24% of total volume loss, 

respectively. The largest events (>106 m3) account for 29% and 22% of the total number of events in 

2012 and 2017, although a much larger fraction in terms of volume: 87% and 76%, respectively. 
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Figure 36 – Histograms (red bars) and cumulative distribution functions of modelled calving events at Store by size in a. 

2012 and b. 2017. Note similar distribution in both years. 

Both 2012 and 2017 show large day-to-day variability in their modelled calving behaviour. However, 

there is a similar temporal trend in both years (Figure 37): variable calving at rates of between 5 and 

15 events per day in the first part of the year, which drops noticeably to below 5 events per day in 

the early summer (in the second week of June in 2012 and the first week of July in 2017). In 2017 

(Figure 37b), this drop coincides with the observed and modelled break-up of the proglacial mélange 

on 8th July, but, in 2012 (Figure 37a), it occurs about three weeks after the modelled mélange break-

up. The primary control on this pattern is the seasonal change in terminus velocity driven primarily 

by hydrology, as discussed above, with drops in velocity matching with the modelled drops in calving 
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activity – in 2012, velocity drops from 4300 m a-1 to 4100 m a-1; in 2017, from 4600 to 4200 m a-1 

(Figure 38). This interplay of velocity and calving also influences the terminus position (Figure 38) –  

 

Figure 37 – Time series of modelled calving at Store for a. 2012 and b. 2017. Red lines show the rate of calving event 

occurrences per day; blue lines show the volume loss rate per day. The solid lines show the 3-day moving average; the 

dotted lines show the actual daily totals. Vertical black lines show the timing of mélange break-up. The large volume peak 

in panel a is the result of several large calving events happening to coincide, rather than one anomalously large event. 

both years show advance in the terminus through to modelled mélange break-up. In 2012, the 

modelled terminus advances several kilometres until 29th May, after which it retreats as both 

velocity and calving event frequency decline. In 2017, the terminus advances at a slower rate 

throughout summer and the retreat starts in September. While calving activity drops to 

approximately 5 events per day on average when the melt season starts, both years show a return in 

activity, with around 10 events per day on average in the main summer month (July in 2012; August 

in 2017). Velocity continues to decline in this period in 2012, reaching a minimum of 3700 m a-1 in 
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the first week of September. The terminus position consequently retreats to a position only 1 km 

advanced from that at the start of the simulation, reaching this minimum at the end of November. 

 

Figure 38 – Average terminus velocity (green line) and position (yellow line) at Store in a. 2012 and b. 2017. The terminus 

position quantity is an average of the co-ordinates of all the points on the terminus; a higher value indicates terminus 

advance and a lower one retreat. The index can be read as being in units of kilometres. Note how higher velocities are 

associated with a lagged terminus advance and lower ones with a lagged retreat. 

In 2017, the velocity remains unchanged at around 4200 m a-1 with no further decline, which 

accounts for the less-marked drop in calving event frequency that year and the stable terminus 

position throughout autumn. By the end of the year, however, both simulations show an upwards 

trend in calving activity, moving back towards the 10-15 events per day, which can be linked to the 

upwards trend in velocity occurring at the same time. In both years, the ice velocity grows to around 

4250 m a-1 which is similar to the initialised velocity in each run. As such, in 2012, a small re-advance 
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is seen in December, with the terminus returning to the 3-km mark. In 2017, however, the uptick is 

smaller and the terminus remains at its autumnal position around the 4-km threshold. 

6.5. Discussion 

This section discusses the results presented in the previous section. Section 6.5.1 deals with the 

behaviour of the fully coupled model. Section 6.5.2 then considers model limitations. 

6.5.1. Fully coupled model behaviour at Store 

A highly variable calving activity, with significant day-by-day and week-by-week differences in both 

2012 and 2017, is a unique feature of our fully coupled model (Figure 37). Our results provide 

theoretical insights to the complex nature of the interaction between ice flow, terminus position, 

basal hydrology, plume melting and calving. The characteristic features in our model may thus 

inform causal relationships and behaviour, which have so far not been modelled as directly or 

explicitly as we do in this study. We are also able to disentangle these processes and show which are 

most important at Store. 

The key factor within the hydrological system that controls velocity and therefore calving is the 

extent of channelisation (Figure 30). As noted in Section 3.1, our 2012 simulation shows a declining 

trend in basal water pressure in the first part of the melt season (Figure 34), from May to mid-

August, suggesting that the modelled degree of channelisation is sufficient to begin the transition to 

a widespread efficient drainage system at Store, as has been theorised to occur elsewhere in 

Greenland (Davison et al., 2019; Sole et al., 2011; Sundal et al., 2011; Tedstone et al., 2015). 

However, the water pressure still remains higher than in winter (Table 7), with several spikes in high 

water pressure occurring on high-melt days (Figure 34). In 2017, by contrast, the decline in water 

pressures due to channel formation is much more limited (Figure 34), because channel growth and 

the extent of channelisation are much reduced (Table 7, Figure 31, cf. Figure 30). This limited 

channelisation also explains why surface-melt spikes in September in 2017 produce a much larger 

response in water pressure than in 2012 – the channelised system in both years has started to decay 

by this point (Figure 33), but the more-developed 2012 system remains better able to handle higher 

melt inputs and consequently dampens the pressure response. The modelled 2017 situation in 

September therefore has some similarities to the observed behaviour at the western margin of the 

GrIS in response to a week of warm, wet weather in late August-early September 2011, when 

unusually high surface runoff (from melt and precipitation) led to water pressure exceeding ice 

overburden pressure at site R13 in a borehole 13 km inland from the margin (Doyle et al., 2015). In 

our model, the domain-averaged water pressure remains below the ice overburden pressure in 
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2017, but the water pressure in the region 4-10 km behind the terminus (Figure 35), so in a similar 

position to the borehole of Doyle et al. (2015), exceeds ice overburden pressure (maximum 

modelled ice thickness in this region is 1400 m). Water pressures exceeding ice overburden pressure 

have been observed at Store (Doyle et al., 2020) and our model is also consistent with the 

persistently high basal water pressures observed in boreholes at site S30 on Store Glacier (Doyle et 

al., 2018). Our modelled hydrological system is further consistent with the inefficient drainage 

inferred at this site (Doyle et al., 2018), which is located in-between two major subglacial drainage 

pathways and therefore outside the main channelised network (Cook et al., 2020). The model’s 

behaviour is therefore, overall, in good agreement with the observed hydrological behaviour of the 

GrIS. 

This channelisation control on velocity is confined to the region where the channelised network 

waxes and wanes seasonally, which means it excludes the terminus region (<10 km from calving 

front), where channels exist continuously year-round, as well as the interior region  (>40 km inland 

of the calving front), where channels physically cannot form.  According to our model, the terminus 

should contain large channels with cross sectional areas on the order of hundreds of metres or more 

in summer (Figure 31a, 31d) and even throughout winter (Table 7). Hence, widespread 

channelisation extends seasonally from the terminus region when surface melt first sets in, which 

occurred in April in 2012. The corresponding terminus velocity peak (Figure 35) may be partly a 

response to pressurisation of these channels, as the winter channels receive surface melt (Figure 

34a), but is principally the result of higher driving stresses due to winter accumulation thickening the 

terminus. Inland, however, where the channel network is not present year-round, the modelled 

velocity response to channelisation-controlled water pressure is clearer (Figure 30). As surface melt 

then increases into summer, however, the terminus velocity declines as the channel network 

develops and becomes increasingly efficient (Figure 31), with modelled velocity reaching a minimum 

in September. As the channelised system subsequently decays, velocity increases through to the end 

of the year, reflecting the return of a higher-pressure, more distributed system. This matches up 

with the Type 3 behaviour and posited cause described by Moon et al. (2014), which they observe at 

Store in 2012, providing further validation of the fully coupled model’s ability in replicating the 

behaviour of Store. 

The behaviour of terminus velocity in 2017, however (Figure 35b), is more reminiscent of Type 2 

behaviour according to the classification of Moon et al. (2014). In this simulation, we obtain an early-

melt-season (June) velocity peak at the onset of surface melt (Figure 34b), before a return to lower 

velocities, similar to the pre-melt velocity, unlike in 2012, where summer velocity drops below the 

start-of-year values (Figure 35a). The reduced model channelisation in 2017 (compared to 2012) 
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explains this – the initial surface melt expands the channels beneath the terminus enough to 

manage the increased quantities of melt, but subsequent surface melt is not enough to build a truly 

efficient channelised drainage system, meaning the subglacial environment, even at the terminus, 

remains in an intermediate, partly-channelised state that maintains higher water pressures (Figure 

35) and therefore also higher ice velocities. This highlights the model’s ability to reproduce the 

observed heterogeneous nature of tidewater-glacier behaviour, both temporally and spatially 

(Csatho et al., 2014; Moon et al., 2014), with two different types of glacier behaviour being modelled 

as a result of different SMB and surface-runoff forcing. With our modelled Store displaying key traits 

of two different proposed types of tidewater glacier (Moon et al., 2014), we caution against 

imposing overly strict classifications. 

However, in both 2012 and 2017, we model an increased average water pressure across the model 

domain in summer, so, even when the modelled hydrology becomes  truly efficient in 2012, the 

model domain, as a whole, is experiencing higher basal water pressures. This is due to surface melt 

extending inland to regions where channel development is much more limited (Figure 31c, 31f) 

owing to the evolving thickness of the ice. This feature of our model may explain why previous 

studies have observed interannual increase in ice flow in the interior of the GrIS (Doyle et al., 2014), 

while flow at lower elevations, where thinner ice and more efficient drainage predominate, has 

resulted in the opposite trend (Tedstone et al., 2015; van de Wal et al., 2008). Our model also shows 

that subglacial channels larger than 1 m2 largely vanish in winter and that the state of the subglacial 

drainage system at the end of each simulation is nearly identical (Figure 31a, 31d; Table 7), despite 

large differences in the size and configuration of channels during the preceding summer season. This 

shows that a significant enlargement of the channelised system during the record high melt year of 

2012 did not increase the basal drainage efficiency of the subsequent winter. This suggests that fast 

flowing tidewater glaciers like Store may not possess the long lasting channels hypothesised to 

stabilise the land-terminating ice margin (Sole et al., 2013; Tedstone et al., 2015), nor may they be as 

subject to large-scale dewatering of the bed (Hoffman et al., 2016), both due to reduced 

channelisation and the reduced importance of basal friction (as opposed to lateral friction) in 

controlling ice motion. 

As a final hydrological point and related to the importance of the degree of channelisation discussed 

above, the major difference we find between the hydrological system modelled in this study and 

that generated by a simplified version of the same model (Cook et al., 2020) is that the channelised 

system in 2012 at its maximum extent reaches less far inland here than in the simplified model (41 

compared to 55 km), though the figure for 2017 is virtually identical (29 compared to 30 km). This 

difference highlights the importance of including two-way ice-hydrology coupling in a model. The 



134 
 

more restricted inland extent of the channelised system in 2012 in this study is due to the coupling 

between the hydrology and ice flow allowing the higher water pressures under the thicker ice inland 

to feed back into higher ice velocity, generating localised thickening as ice velocities downstream 

drop, increasing channel closure rates and consequently suppressing channel formation. The same 

process operates in 2017, but there is less of an effect because there is a smaller meltwater input to 

grow channels, especially in the interior far inland. These results show that previous work based on 

hydrological models detached from ice flow (Banwell et al., 2016, 2013; Cook et al., 2020; de 

Fleurian et al., 2016) may have over-predicted the ability of channels to form and the extent to 

which channelised networks grow. 

As the foregoing discussion makes clear, the fully coupled model is successful in producing realistic 

hydrology-velocity coupling and behaviour at Store. This then has an impact on calving at the 

terminus. In both 2012 and 2017, the rate of calving largely follows the terminus velocity, but both 

years show a pronounced early-summer drop in calving event frequency (Figure 37). In 2012, this 

drop occurs because of a sharp decrease in terminus velocity from 4500 m a-1 to 4100 m a-1, which 

happened three weeks after the mélange broke up. In 2017, however, the velocity/calving decline 

and mélange break-up coincide. This shows that mélange break-up in our model is not the primary 

driver of the modelled change in calving event frequency, but that this change is being largely 

controlled by surface melt and the development of the subglacial hydrological system.  This does not 

mean mélange break-up has no effect on calving – in 2012, it is still the case that the removal of the 

mélange marks the peak of overall terminus advance (Figure 38a) and, in 2017, there is an initial 

peak reaching 12.5 events per day immediately after mélange removal, before the subsequent 

decline in calving – but the fully coupled model results show that hydrology-driven velocity changes 

at the terminus can be equally important. This is also the case in 2017, when the hydrologically 

driven velocity changes at the terminus fortuitously coincidence with mélange break-up. This 

hydrological control was not captured in previous models of Store, either because hydrology was not 

a model feature (Morlighem et al., 2016; Todd et al., 2018, 2019) or because hydrology was not 

coupled to ice flow (Cook et al., 2020). We note, however, that mélange buttressing is applied with a 

back stress of 45 kPa over a thickness of 75 m in this study, whereas values of 120 kPa and 140 m 

were used previously by Todd et al. (2018). This difference in model set-up explains why our model 

shows a more subdued response to mélange formation and break-up compared to previous work 

(Todd et al., 2018), and we would expect mélange buttressing to make a larger contribution to the 

seasonal characteristics of Store if its backstress is higher than that which we have assumed here. 

With a more detailed study of the effect of mélange being beyond the scope of this study, we refer 
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to previous work in which the sensitivity of calving to variation in mélange backstress was explored 

(Todd et al., 2019).  

Whereas previous work posited a link between plume melting and calving at Store (Todd et al., 2018, 

2019), we find the hydrology-induced changes in terminus velocity to exert a stronger control on 

calving. This finding stems from implementation of subglacial hydrology and meltwater plumes, 

which makes ice velocities in the model subject to the variations in basal drainage efficiency and 

terminus undercutting controlled by the subglacial discharge.  However, it is possible to link plume 

activity to individual calving events in the model, as shown in Figure 39. This displays two examples 

of plume activity on the northern side of the calving front. The first example (Figure 39a-e) shows 

the removal of a small promontory during 28th-31st March 2012, when perennial channels beneath 

the terminus discharge basal meltwater produced by friction alone into the fjord. This discharge 

forms a relatively strong plume with melt rates of 2 m d-1 in the vicinity of the promontory, 

weakening it over several days and leading to eventual calving. The second example (Figure 39f-j) 

shows similar behaviour at the same part of the calving front, with stronger plumes (melt rates over 

3 m d-1), occurring between the 15th and 18th July 2012. This sequence of events is consistent with 

plume-triggered calving at tidewater-glacier termini (Benn et al., 2017a), allowing us to be confident 

that the fully coupled model is indeed reproducing realistic tidewater-glacier behaviour. An example 

of this process happening at Store is shown in Figure 40. 

 

Figure 39 – Examples of plume-calving interaction in the 2012 simulation. a shows the modelled terminus of Store on the 

28th March. The red box indicates the area of interest, zoomed in on for a day-by-day view in b-e – see how a promontory 

has calved off. f shows a second example of this process happening in summer, with day-by-day views in g-j. Note higher 

plume melt rates in and around the promontory that calves. 
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Considering calving-front plumes further, which are driven by the subglacial discharge from channels 

and lead to melting and calving at the terminus, a notable finding here is that the distribution of 

plume melt across the terminus is far more uniform in 2017 than in 2012 (Figure 32). This key 

feature in our simulations reflects the impact of reduced channelisation at the terminus, with fewer 

and smaller channels forming ephemeral points of discharge along the terminus in 2017. Maximum 

melt rates in 2012 are higher, and their impact is localised and much more concentrated; whereas 

the lower melt rates present in 2017 are evenly spread across the calving front. This general pattern 

corroborates well with Slater et al. (2015); however, we model overall higher total melt (by 28%) 

from the more channelised situation in 2012 compared to the more distributed case in 2017. Given 

total surface melt is nearly three times higher in 2012 (3.2x109 m3) than in 2017 (1.3x109 m3), this 

indicates that the increased localisation of higher melt rates does have a powerful mitigating effect 

on total direct melt from plumes (though not on calving caused by melt-induced destabilisation of 

the front). However, this mitigating effect is not sufficient to completely balance the impact of these 

higher melt rates, leading to more plume melting overall. This, combined with the fact that we 

model 53% more calving events in 2012 than 2017, tends to support the argument made by Todd et 

al. (2019) that higher localised plume melt rates driven by channel discharge are more important in 

promoting calving and affecting glacier termini than lower, but more widespread, diffuse-drainage-

driven melt rates. 

The location of plumes in our model  are consistent with observations. In 2012 (Figure 32a), we 

model two clear plume hotspots, one on the northern side of the terminus and one on the southern 

side, that line up well with observations of surfacing plume activity at Store (Figure 27, Figure 40). In 

2017, the northern plume remains a hotspot for submarine melt, but the southern plume is smaller 

and less stationary, changing location (Figure 32b). This shows that the modelled subglacial drainage 

network has a relatively fixed northern outlet and a more mobile southern outlet. 

 

Figure 40 – Example of observed surfacing plumes and promontory collapse (blue ellipse) at the terminus of Store from 17th 

July 2017. a shows terminus at 11:10; b at 12:00; and c at 12:50. The red boxes marked 'N' and 'S' denote plumes surfacing 

in the northern and southern plume hotspots, respectively; in panel c the southern plumes are no longer visible and the two 

separate northern plumes have joined up. Photo is taken from northern side of fjord looking southwards. Photo credit: A. 

Abellan. 
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The plume melt rates found in this study reach maximum values of 14 m d-1. While these maximum 

rates are similar in magnitude to the ice velocity of around 16 m d-1 at the terminus of Store, the 

seasonal mean values of the daily maximum melt rates are below 5 m d-1 in both years (Table 7). 

While plume melting may not be a major determinant of terminus position of fast-flowing outlets 

like Store (Benn et al., 2017a; Cowton et al., 2019), it is worth pointing out, however, that higher 

plume melt coincides with the cessation of terminus advance and, in some cases, terminus retreat in 

our model (Figure 38, Figure 33). 

6.5.2. Limitations and future work 

The foregoing discussion has shown that the fully coupled model is capable of reproducing realistic 

behaviour of the tidewater-glacier system at Store and of offering novel insights into its behaviour. 

In addition to the limitations already noted, particularly the model’s under-estimation of calving 

generally, and smaller calving events especially, there are some additional caveats to note. 

The modelled terminus velocity is slower than observed (4000-5000 m a-1 compared to 6000 m a-1), 

which may contribute to the under-estimation of calving. We attribute this to limitations in the 

sliding law and mesh resolution used in the model, making it difficult to replicate the small-scale 

changes in basal properties across the relatively narrow glacier trunk. Both years also show an 

overall terminus advance (Figure 38); while this is realistic for the low-melt year of 2017, this is not 

the case for 2012. The model also has a tendency to grow a large floating ice shelf in the southern 

part of the terminus (an instance of this is visible in Figure 39f), which is not observed at Store in 

reality. This suggests the model is over-estimating the stability of floating ice, likely for the same 

reason it under-estimates calving generally – i.e. the lack of pre-existing crevasses. If this ice shelf 

were to calve realistically, this would also contribute to resolving the terminus-advance issue 

described above. While the work presented here shows that our model captures full-thickness 

icebergs realistically, the calving criterion used does not allow the simulation of small icebergs, 

which would be expected to form a significant portion of the total calved ice volume (Walter et al., 

2020). The work presented here would thus likely by improved by incorporation of additional calving 

processes, such as waterline erosion and blocks of ice toppling or breaking off due to pre-existing 

structural weaknesses in the subaerial portion of the terminus (Mallalieu et al., 2020). 

In both simulated years, we also exclude events below 1 m3 in size from this analysis, as they 

represent minor mesh adjustments made by the model to maintain mesh quality and should not be 

interpreted as real events. These excluded events represent 10% of the total catalogue of events in 

2012 and 20% in 2017. 
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6.6. Conclusion 

We find that the fully coupled model of Store generally reproduces the observed and previously 

modelled behaviour of the glacier well, with all model components interacting successfully. 

Comparison to available observational data shows that the model is capable of reproducing a range 

of glacier behaviour consistent with observations. We also demonstrate the high temporal variability 

of calving activity and suggest that long time series of observations are required if simple-yet-

accurate calving laws are to be derived. Our results further make clear that changes in the terminus 

velocity are the main large-scale control on calving at Store, because of the strong topographic 

control on terminus position. The model also reproduces the subglacial hydrological system of Store 

in a way that compares well with previous work on the subject. The model predicts channelised 

drainage systems extending 5 km inland outside the melt season, up to 29 km inland in summer 

2017, and 41 km inland in summer 2012, as the inclusion of two-way hydrology-ice feedback 

suppresses channel formation under thicker ice inland, something not well-calculated in the simpler 

model. We additionally show that higher meltwater inputs lead to more channelised drainage at the 

terminus, and more active plumes with higher melt rates that can have a greater impact on terminus 

stability and calving. For 2012, we posit that a truly efficient channelised drainage system was 

present at Store, which led to a late-summer slowdown of the terminus, an effect not modelled in 

the lower-melt year of 2017. However, subglacial water pressures still increased inland in 2012, 

pointing to the potential for velocity declines at the terminus to be countered by velocity increases 

farther upstream. Overall, we show the spatially variable nature of the coupled ice-hydrology system 

and its importance in determining the behaviour of the terminus and thus calving. The fully coupled 

nature of the model allows us to also demonstrate the likely lack of any hydrological or ice-dynamic 

memory at Store, with both years showing very similar glacier states at the end of the runs. 
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7. Synthesis and Conclusion 

‘Sing and rejoice, ye people of the Tower of Guard, 

for your watch hath not been in vain, 

and the Black Gate is broken, 

and your King hath passed through, 

and he is victorious.’ 

-An Eagle, The Lord of the Rings, Book 6, Ch. V 

This thesis has presented a dataset of calving activity at Store Glacier (Store) derived from a 

terrestrial radar interferometer (TRI) that represents a heretofore-unseen combination of length and 

detail for calving at a Greenlandic tidewater glacier (Chapter 4). In parallel, an uncoupled model of 

subglacial hydrology and plume melting at the calving front has been developed, applied to Store, 

and compared to sparse borehole and calving-front observations (Chapter 5). This was then used as 

a base for the development of a fully coupled model that includes ice flow, calving processes, 

subglacial hydrology and plume melting, which was applied to Store (Chapter 6). This final section 

summarises the findings from the previous three chapters and considers what insights these provide 

into the behaviour of tidewater glaciers and the performance of the model. It also validates the fully 

coupled model against the TRI observations, as well as comparing its results to those from the 

uncoupled model. An overall summary is then provided as a conclusion to this dissertation. 

7.1. Model compared to observations 

This section summarises the model’s performance against observational data. Section 7.1.1 

considers the uncoupled and fully coupled models’ performance compared to observations of Store 

available before the dataset presented in Chapter 4 was gathered. Section 7.1.2 then evaluates how 

well the fully coupled model performs against this novel dataset. 

7.1.1. Model compared to previous work 

The uncoupled model can be validated against a few direct observations of the subglacial drainage 

system from boreholes (Doyle et al., 2018a) and of melting rates at the calving front (Chauché, 

2016). Dealing with the borehole observations first, these recorded an active high-pressure, 

distributed system 30 km inland from the terminus of Store in 2014-15. The uncoupled model run 

for summer 2017 is the best comparator for these observations, as melt that year was more similar 

to 2014 and 2015 than in the high-melt year of 2012, the other simulated year. The model results 
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show larger channels (>1 m2 in cross-sectional area) reaching to around the 30 km mark in 2017, 

with a high-pressure, distributed drainage system dominating from this point inland. This indicates 

that the model is generally correctly reproducing the evolution of the subglacial drainage system and 

suggests that our parameter choices are sensible. 

Where the model does less well is in replicating observed plume melting. Winter-time melt rates are 

about half those found by Chauché (2016). In summer, the mean maximum plume melt rates fall 

within the range of observed melt from Chauché (2016) and previous modelling work (Xu et al., 

2013), but the terminus-averaged melt rates are lower. However, under-estimation of plume melt 

rates is a consistent problem in all plume-modelling studies (e.g. Ezhova et al., 2018; Slater et al., 

2016; Sutherland et al., 2019), so the results in this dissertation are part of this wider pattern, rather 

than being a problem specific to this model. It may also be that the freshwater flux estimated by 

Chauché (2016) is too high, which would lead to over-estimation of melt rates. 

The spatial pattern of plume melting at the terminus may therefore offer a more useful validation of 

this part of the model. Plumes at Store are observed persistently surfacing on both the northern and 

southern sides of the terminus. The uncoupled model performs well at simulating the northern 

plume hotspot, but is less effective on the southern side, likely because this part of the terminus is 

floating, so the model’s simplified grounding line makes it less able to accurately replicate what is 

occurring in this region. 

Based on this sparse observational dataset, it therefore seems that the uncoupled model is mostly 

consistent with what is known about the subglacial and calving-front hydrology of Store, with 

inaccuracies being due to known shortcomings in all models (plume melt rates; an area of active 

research) or known over-simplifications in this model in particular (plume locations; better 

represented in the more complex model in Chapter 6). 

The fully coupled model performs similarly well against these observations, and it does better 

reproduce the observed location of surfacing plumes, suggesting that the more realistic 

representation of the grounding line improved model functioning. The addition of full coupling to 

glacier dynamics to the model also allows us to make a comparison to the data gathered for 2012 at 

Store by Moon et al. (2014). We find that the model reproduces the observed velocity profile for 

Store well. The model also produces behaviour consistent with observations of hydrologically 

induced acceleration in the interior of Greenland (Doyle et al., 2014) and deceleration at lower 

elevations (Tedstone et al., 2015; van de Wal et al., 2008), as well as observed styles of calving (see 

Chapter 6.5.1). 
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7.1.2. Fully coupled model compared to TRI observations 

The TRI observational record provides an unprecedented level of detail on the calving behaviour of a 

large, Greenlandic tidewater glacier. An important point to note in this section is that volumes from 

the TRI data are always sub-aerial calving volumes only, regardless of the actual size of the calving 

event, and refer to the northern half of the calving front of Store. Volumes from the model are 

always the full size of calving events and refer to the entire calving front. 

A clear bimodal distribution of calving is found (Figure 8), with a peak in event size at 104 m3 and 

another at 105 m3, though, as the TRI can only record sub-aerial calving volume, the true location of 

this peak is likely to be closer to 106 m3, as I show that the grounded portion of Store’s calving front 

is very near floatation, so the volume of submarine ice is consequently nine times greater than the 

volume of sub-aerial ice. Volumes derived from the TRI record concord well with those from an 

independent set of UAV observations, and reveal that what appeared to be a single large calving 

event was actually composed of 48 smaller events over the 12-hour period between UAV flights 

(Section 4.5.1). 

The TRI record also shows that there is no single clear environmental predictor of calving activity, 

with many factors contributing. The removal of ice mélange leads to a doubling in the number of 

events, and more, larger events, whilst visible surfacing plumes equate with a 70% increase in 

calving event frequency, but biased heavily towards smaller events, such that the observed volume 

loss only increases by 3% (Section 4.5.4). Surface melt has some impact on the number of calving 

events, but not on the magnitude distribution of these events (i.e. not on the size of each individual 

event). Overall, the record shows that calving behaviour at Store is extremely variable on daily and 

weekly timescales, and warns against classifying glaciers based on a supposed dominant calving 

mechanism (Fried et al., 2018). It also makes clear that deriving a simple power law for calving from 

a short time series of data is unlikely to be truly representative of a glacier’s total calving behaviour. 

The record does offer some support for the theory of calving fronts as self-organised critical systems 

(Åström et al., 2014), however, which would explain the difficulties faced in modelling more 

generally of identifying simple predictors for calving. 

To further validate the fully coupled model, we compare its calving results to this observational 

record of calving at Store. We model 113 calving events between the 5th and 27th July 2017, of which 

we include 86 in this analysis, as these were above the threshold of TRI detectability of 4,000 m3 

imposed by the processing method (see Chapter 4.3.3). These 86 events had a mean size of 730,000 

m3 to compare against the observational record from the TRI for the same period. The model 

includes events from across the terminus, not just the northern side observed by the TRI, however, 
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as restricting the analysis in this manner would lead to too few modelled calving events from which 

to draw conclusions. The distribution of events shows a major peak in the 105-106 m3 volume range, 

with a small subsidiary peak at 104 m3 (Figure 41). Events below 105 m3 represent only 10% of the 

modelled calving events and less than 1% of the total volume loss. The largest events (>106 m3) 

represent a further fifth of the modelled total, and 61% of the total volume loss, meaning that the 

major peak between 105 and 106 m3 accounts for 70% of the total catalogue and 40% of losses by 

volume. 

 

Figure 41 – a Time series of modelled calving events at Store between 5th and 27th July 2017. b Time series of observed 

calving events over same period as a, taken from Chapter 4, showing northern half of calving front and subaerial volumes 

only. Bars stacked by volume of event. Daily counts are shown by red bars; cumulative volumes by the blue bars. Vertical 

black line shows timing of mélange break-up. Note that events below 4,000 m3 in size are not shown. 

In terms of temporal distribution of the modelled calving events (Figure 41a), there is a clear peak in 

calving activity in and around mélange break-up, simulated to have occurred on the 8th July, as in the 

observed TRI record. Particularly, calving volumes and the number of the largest category of events 

 

 



143 
 

(106-107 m3) are at their highest in the two days following mélange removal, with both counts and 

volumes peaking on the 10th July. These two days see 7/19 of these largest calving events occurring, 

representing 25% of the total volume loss for the entire three-week period. The model also produces 

a smaller cluster of stronger calving activity from the 21st-23rd July, where five more largest-category 

events occur, representing a further 15% of the total volume loss. 

Qualitatively the fully coupled model is in overall good agreement with the observed calving 

behaviour of Store (Chapter 4). The two clusters of modelled higher volume loss (Figure 41a) – the 

first on the 9th-10th July and the second on the 21st-23rd – with reduced calving in-between, are 

consistent with equivalent observed periods of increased calving activity from the 9th to the 14th and 

21st to 22nd, with a quieter period in-between (Figure 41b). The model also reproduces the 

preponderance of larger calving events in the aftermath of mélange break-up as observed. This 

indicates the model captures some of the most fundamental drivers of calving behaviour at Store, 

although not all, as we discuss below. 

The mean modelled calving event is an order of magnitude larger than the observed equivalent, 

which is to be expected, as the modelled volumes are the total calved volume, whereas the 

observed volumes are purely the sub-aerial portion of this. The 1:10 ratio between modelled total 

calving volume and the observed sub-aerial fraction is consistent with Store’s terminus being either 

fully afloat (southern end) or close to floatation (northern end). However, it is notable that the 

number of modelled events – 86 – is two orders of magnitude smaller than the observed number of 

events – 8,026 – and that the model is particularly unable to reproduce the observed peak of smaller 

events in the 103-104 m3 volume range. The larger events with a peak in the 105-106 m3 range are, on 

the other hand, in good overall agreement with the true magnitude of large observed events, 

clustered around a similar volumetric range (Chapter 4). This indicates that our model captures full-

thickness icebergs with a good degree of realism, but that it does not capture the smaller icebergs, 

which are observed to break off the glacier as well. We consider this disagreement to be the result 

of the calving criterion in our model, which is based on full-thickness calving events caused by 

crevasses (surface or basal) penetrating the entire thickness of the ice. It thus lacks the inclusion of 

other processes that may contribute to calving, including slabs of ice which topple or fall off when 

pre-existing fractures weaken the subaerial part of the terminus. 

This validation exercise also reinforces the point made in Chapter 4 about the danger of deriving a 

power law for glacier calving from a short time series of observations. Indeed, looking at the three-

week observational period described in Chapter 4, the model results suggest that this is a 

particularly unrepresentative period of calving for Store in that year (Figure 37b), with the third-
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highest day of modelled calving occurring at the start of the record, before heading into the start of 

a three-week slump in calving activity that culminates in a calving minimum at the end of July. 

Consequently, attempting to define ‘normal’ calving activity and using that to derive any kind of 

general law would seem impractical without a month or more of observations, so that some sort of 

longer-term average can be calculated. 

On balance, consequently, it is clear that the model is capturing the majority of the underlying 

physics well, but is missing some process(es) of particular relevance to smaller calving events. The 

most likely candidate is the absence of any kind of ice damage or crevasse memory in the model, 

with crevasses only opening if the local stress balance permits it, and subsequently closing and being 

‘forgotten’ as the stress regime changes with ice flow. Calving events will clearly be greatly 

facilitated by the presence of these existing weaknesses in the ice, explaining the model’s global 

under-estimation of calving, particularly its under-representation of smaller events. This is because 

the detachment of small blocks these smaller events represent is a failure mechanism more reliant 

on pure fracturing, and less on calving-front processes such as buoyancy or plume melting, which are 

included in the model. 

7.2. Fully coupled versus uncoupled model 

The uncoupled model shows that Store’s subglacial drainage system, and the meltwater plumes it 

feeds, remain active throughout the winter, with channels extending up to 5 km inland, fed only by 

basal melt. When hydrology and glacier dynamics are uncoupled, in summer, these channels extend 

up to 55 km (2012) and 30 km (2017) inland, driving much higher plume activity at the calving front. 

One factor the model makes particularly clear is that the depth of subglacial meltwater discharge is 

critically important to the strength of the resulting plume. At Store, even large volumes of melt 

discharged into the relatively cool water at depths of 300 m or less lead to little melting, while even 

small discharges at greater depths can mix in the warmer ambient fjord water and achieve higher 

melt rates (Section 5.5.1). It is therefore probable that deep-grounded tidewater glaciers in 

Greenland experience high continuous submarine melt from plumes (up to or exceeding 1 m d-1 in 

places), even in winter. The uncoupled model also makes it clear that plume melt is not well-

correlated with surface melt, with storage in the subglacial hydrological system acting to decouple 

one from the other; and that several days of high surface melt are required to expand and 

channelise subglacial drainage systems effectively. Individual high-melt days lead to water pressure 

spikes, but are not sufficient to cause widespread channelisation. 

In terms of the general subglacial hydrological configuration of Store, incorporating the subglacial 

hydrological model, GlaDS, into the fully coupled model produces a very similar set of results to 
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those seen in the uncoupled model, including those described above. The general pattern of channel 

growth in both winter (compare Figure 31a, 31d in Chapter 6 with Figure 16b in Chapter 5) and 

summer (compare Figure 31c, 31f in Chapter 6 with Figure 22 in Chapter 5) – the ‘peak’ states 

reported in Chapter 6 are directly comparable with those labelled ‘max’ in Chapter 5; the ‘end’ 

states in Chapter 6 are also a good proxy for the ‘Winter’ simulation in Chapter 5. Although Chapter 

6 is based on a fully coupled model, we find the response of the hydrological system to surface-melt 

inputs to be broadly similar to that seen in Chapter 5 (compare Figure 33 in Chapter 6 with Figure 20 

and Figure 21 in Chapter 5), with channelisation (Figure 33) and water pressure (Figure 34) showing 

a strong dependency on the timing of spikes and troughs in the surface-melt input. The correlation 

coefficients of 0.75 and 0.61 for the relationship between surface melt and water pressure in 2012 

and 2017, respectively, in the fully coupled model compare favourably with the coefficients of 0.67 

and 0.77 for the JJA melt period in Chapter 5. This indicates that the accommodation of surface 

meltwater in the basal drainage system is not significantly altered when hydrology and ice flow are 

coupled. We also find a similar lack of relationship in the fully coupled model between surface 

melting and plume melting as seen in the uncoupled model – for the JJA period in Chapter 6, we find 

that a linear regression suggests surface melt explains only 8% of the variability in plume melt in 

2012, and 27% in 2017, values which are broadly similar with those in Chapter 5. 

One area where there is a clear, physically based difference between the subglacial drainage system 

in the fully coupled model compared to the uncoupled model, though, is with regards to the 

maximum extent of channelisation in the high-melt year of 2012. In the uncoupled model, channels 

over 1 m2 in cross-sectional area grow up to 55 km inland; in the fully coupled model, they reach 

only 41 km. This is the result of the two-way coupling between the ice and the hydrology 

suppressing channel growth as velocities and water pressures increase under the influence of rising 

surface melt, leading to localised ice thickening, as farther-downstream areas slow down due to 

increasing channelisation. This effect is absent from the uncoupled model. In the low-melt year of 

2017, though, very little difference in drainage system extent is observed, as there was insufficient 

melt to form channels far enough inland that this feedback exerts a major control on their formation 

and growth. This suppression of channels inland accords well with that expected from observations 

and theory (Dow et al., 2015; Meierbachtol et al., 2013), suggesting that the fully coupled model is 

performing markedly better in these regions than the uncoupled model. 

The other important difference between the two models is with regards to plume-melt locations. For 

2012, the fully coupled model produces two plume-melting hotspots that line up very well with the 

observed locations of surfacing plumes at Store, indicating that over-simplification of the grounding 

line was the key barrier to accurately simulating these in the uncoupled model. In 2017, however, 
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the fully coupled model fails to reproduce the observed southern plume, suggesting that this 

drainage pathway is of secondary importance in the model compared to its northern equivalent. 

Based on the observed size of the surfacing plumes, this seems to be incorrect – more water is 

discharged in the south than in the north – and is most likely due to inaccuracies in the basal DEM 

creating small changes in the near-flat hydraulic potential of the terminus region (Vore et al., 2019). 

These then cause the model to unrealistically favour the northern drainage route. 

Therefore, from a purely hydrological point of view, the fully coupled model is unlikely to be 

necessary, unless simulations are being conducted for thicker ice in the accumulation zone of an ice 

sheet, or plume locations need to be modelled to a high degree of accuracy. A simplified simulation 

will produce a good approximation of a glacier’s subglacial drainage system if that is the only output 

required. However, the fully coupled model does provide several novel insights into the overall 

functioning of the whole tidewater-glacier system, which is covered in the next section. 

7.3. The behaviour of tidewater glaciers 

The uncoupled and fully coupled models both show a good overall correspondence to the limited 

observational evidence for the subglacial hydrology of Store, whilst the fully coupled model is mostly 

qualitatively consistent with the validation dataset, if not quantitatively. This represents a step 

change in the coupled modelling of tidewater glaciers, with this dissertation marking the first time 

both subglacial hydrology and calving have been included and coupled in the same model; the fact 

that the model also produces results that bear up well in the face of reality is a strong argument for 

its essential validity. However, to be considered worthwhile, both the uncoupled and fully coupled 

models need to show some novel insights into tidewater-glacier behaviour. This is especially the 

case given the complexity and computational expense of the model. Re-running the relaxation for 

the fully coupled model (see Section 7.2), now I have it all set up, would likely take two months of 

computer time; the final fully coupled experiments each took 7-10 days of computer time. Clearly, 

the use case for the fully coupled model needs to be strong to justify such computational expense. 

As discussed above, it is already clear that the interaction between hydrology and ice flow in the 

fully coupled model results in a significantly better simulation of the subglacial hydrology in inland 

regions under thicker ice and in accurately specifying plume locations, compared to the uncoupled 

model, which does not feature these interactions. Where the model really excels, however, is in 

showing up the intricate inter-dependencies of the whole tidewater-glacier system. The results show 

that terminus velocity is clearly the main large-scale control on calving, but that this terminus 

velocity is very much dependent on surface-melt driven changes in the configuration of the 

subglacial hydrological network. The fully coupled model also makes clear the unusualness of the 
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validation period in 2017 – at the start of the record, the model records its third-highest calving day, 

before entering a three-week period of the lowest modelled calving all year. This underscores the 

point raised above about the difficulty of basing calving laws on short observational datasets. 

The fully coupled model also allows some further key hydrological-ice dynamic points to be 

investigated. A major outcome of the model results is that the fewer, larger, more channelised 

plumes in 2012 are a central factor in causing greater numbers of calving events and in driving 

terminus retreat in the summer; a retreat not seen with the more evenly distributed plume melting 

of 2017. This has been theorised previously (Todd et al., 2019), but having it appear unprompted in a 

physically based model is a powerful indication that it may be a real effect. If so, this would have 

implications for tidewater-glacier stability across Greenland and elsewhere, as warmer future 

climates should lead to more melt and more channelised subglacial drainage systems. 

The fully coupled model also implies that there is a channelisation threshold at Store within the 

range of current melt levels. In 2012, the terminus shows a velocity profile indicative of complete 

channelisation; in 2017, this is not the case, so the threshold at which the terminus becomes fully 

channelised lies somewhere between the two cases. Water pressures, overall, though, across the 

entire model domain, increase in summer in both modelled years, showing that this fully 

channelised system is limited to the lower reaches of the glacier, even in 2012. The terminus may 

slow down, but inland areas will consequently speed up in high-melt years, leading to localised 

thickening; a pattern similar to that seen in the land-terminating parts of the ice sheet (Davison et 

al., 2019), but modelled for the first time on a tidewater glacier here. 

The simulation of the full glacier system additionally allows me to consider how far the entire system 

shows any memory of high melt, i.e. how far the effects of one extreme year persist into the 

following year(s) and condition future ice behaviour. There has been some suggestion that this is the 

case for the land-terminating margins of the GrIS (Tedstone et al., 2015), but the fully coupled model 

shows little evidence of this occurring at Store. The end state of the glacier in 2012 and 2017 is very 

similar, with the exception of a slightly retreated terminus in 2012, which looks to be re-advancing 

such that it would have reached the same position as 2017 before the next melt season began. The 

underlying mechanism for this behaviour (i.e. a memory effect) in south-west Greenland has been 

suggested to be dewatering of poorly connected areas of the bed (Hoffman et al., 2016); it is likely 

that the faster flow and thicker ice of tidewater glaciers, and the consequent greater basal water 

production mean that this dewatering mechanism is less applicable in these environments. For 

Store, at least, it therefore seems likely that several years of melt at least equal in magnitude to 

2012 would be required to force it to begin retreating. Store’s stability, however, is a product of its 
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topographic setting; this stability should therefore not be looked for at similar glaciers elsewhere in 

Greenland, but will be very dependent on local factors. 

If there is one point that re-appears time and again in this dissertation, however, it is that tidewater 

glaciers are extremely complex environments that defy simple classification. Both the TRI dataset 

and the model results show how variable calving is and how basing any kind of classification or law 

on short datasets of calving observations is challenging. The model results also show how dynamic 

all elements of the system are and how closely and sensitively they inter-link, which can make any 

kind of approximation ineffectual, certainly on shorter timescales. It is likely that smaller tidewater 

glaciers are more amenable to simplification, however, as their slower flow and smaller size would 

reduce the degree of variability observed on a glacier as fast and large as Store. 

Overall, therefore, the fully coupled model simulates Store with a worthwhile degree of accuracy, 

without having been calibrated specifically for this glacier (the only exception being the sliding 

coefficient in the sliding law, which has been tuned for Store). This indicates that the model has 

managed to largely capture the underlying physical processes that lead to the observed behaviour of 

tidewater glaciers. It has also shown that it is capable of providing useful new information on the 

functioning of these systems, which suggests there is a use case for it, despite its computational 

expense. 

In terms of further work on the model, the foregoing discussion has made clear that the main 

second-order process not yet included in the model is the lack of ice damage or crevasse memory in 

any form, which is the main reason for the inaccurate terminus advance. Attempts have been made 

to include ice-damage schemes in models previously (Duddu and Waisman, 2013; Krug et al., 2014), 

but it would lead to further model complexity and computational expense. However, if 

computational power were to continue to improve, making the problem more tractable, this would 

be an interesting avenue to pursue. An improved model of mélange evolution and break-up would 

also be an intriguing addition, but this would require full simulation of at least part of the fjord, so is 

perhaps a bridge too far for the moment. And, of course, it would be interesting to apply the model 

to other glaciers, in Greenland or elsewhere, to see how far it successfully reproduces their 

behaviour. 

7.4. Summary 

This dissertation presents i) a three-week dataset of calving behaviour at Store Glacier, Greenland 

(Store), obtained using a terrestrial radar interferometer (TRI); ii) an uncoupled finite-element model 

of 2D subglacial hydrology and 1D plume melting applied to Store; and iii) a fully coupled 3D finite-
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element model of ice flow, calving, subglacial hydrology and plume melting applied to Store and 

validated against the TRI dataset. 

The TRI dataset provides a record of calving at a large Greenlandic tidewater glacier of 

unprecedented length and detail. It shows 8,026 calving events happening at Store in the three 

weeks from 5th to 27th July 2017, forming a bimodal distribution with a mean iceberg size of 48, 428 

m3, and with one peak at 104 m3 (representing subaerial detachment of small blocks of ice) and 

another at 105 m3 (representing full-thickness failures, meaning that this latter peak is likely nearer 

106 m3 because the TRI only records sub-aerial ice volumes). Comparing one 12-hour period to an 

independent UAV dataset shows only a 2% mismatch in calving volumes. I show that mélange break-

up leads to a doubling of the number of calving events and that mélange presence preferentially 

suppresses small events, whilst the presence of visible meltwater plumes is associated with a 70% 

increase in calving event frequency, though only a 3% increase in volume loss, meaning that plumes 

preferentially promote smaller events. Higher surface melt, meanwhile, is associated with a larger 

number of calving events, but not a higher mass loss. Generally, the TRI record shows the highly 

variable nature of calving at Store and the difficulty of using a short time series of observations to 

derive any kind of meaningfully representative calving law. The record also shows some evidence for 

the calving front of Store being classed as a self-organised critical system, which would further 

underline the difficulties of finding simple predictors for its behaviour. Overall, the dataset indicates 

velocity (strongly linked to calving-front location) is the key determinant of calving activity, with 

environmental factors modulating this, but not dominating, which fits with the observations that the 

termini of calving glaciers tend to exist at certain stable points (as is the case at Store) where velocity 

and calving are able to balance (e.g. Catania et al., 2018; Rignot et al., 2016). 

In parallel to the TRI dataset, I develop and apply a 2D subglacial-hydrology model (GlaDS) 

(Gagliardini and Werder, 2018; Werder et al., 2013) and a coupled 1D plume model (based on 

buoyant plume theory) (Jenkins, 2011; Slater et al., 2016) to Store. This represents the first time a 

coupled hydrology-plume model has been applied to a Greenlandic tidewater glacier. I show that 

GlaDS functions well in modelling Store’s subglacial hydrological system, based on the limited 

observational evidence available, and demonstrate that this system remains active all year, including 

throughout winter, with plumes capable of producing melt rates of up to 1.1 m d-1 present, driven by 

a largely distributed drainage system extending to 45 km inland. In winter, significant channels (>1 

m2 in cross-sectional area) are furthermore confined to the lower 5 km of the glacier. In summer, 

these larger channels extend 55 km inland in a high-melt scenario (2012) and 30 km inland in a low-

melt one (2017), driving plume melt rates of up to 12.6 m d-1 in the locality of large channel outlets 

(cf Chauché, 2016). I also show that there is little relationship at the day or week scale between 
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surface melt inputs to the hydrological system and plume melt outputs from it, and that individual 

peak days of surface melt are the main driver of hydrological system evolution, which is instead 

determined by longer-term periods of high or low melt input. I further suggest that the subglacial 

hydrological system, even at its largest extent in 2012, is incapable of fully evacuating the water at 

the base, leading to an overall increase in basal water pressures in summer despite increased 

channelisation. 

Combining these two strands of development, I then develop and apply a 3D, fully coupled finite-

element model of ice flow, calving, subglacial hydrology and plume melting to Store, and validate it 

against the TRI dataset. I show that the model qualitatively reproduces the calving behaviour of 

Store well, but quantitatively under-estimates it, particularly in regard to smaller calving events. The 

model also reinforces the point about the difficulty of establishing what ‘normal’ calving of a 

tidewater glacier looks like, and consequently finding a simple calving law. The coupled nature of the 

model allows me to demonstrate that hydrology-induced velocity changes at the terminus are the 

major large-scale control on calving behaviour and activity at Store. The coupled model produces 

similar hydrological results to the uncoupled model, but with some key areas of difference: 

principally that channel growth is suppressed under thicker ice inland, limiting the extent of the 

channel network to 40 km in summer 2012; and better localisation of plume-melt locations, owing 

to improved simulation of the grounding line. I further show that melt in 2012 allowed the terminus 

to fully channelise and slow down, but that this was still not sufficient to reduce basal water 

pressure and velocities inland, mirroring the situation observed in the land-terminating parts of the 

GrIS; in 2017, however, this channelisation did not occur, providing bounds on a threshold for 

terminus channelisation at Store. Unlike the land-terminating parts of the ice sheet, on the other 

hand, I additionally demonstrate that Store appears to have little hydrological or dynamic memory 

of even a high-melt year such as 2012, and posit this is because of greater water production at the 

bed, making dewatering mechanisms less viable. 

Looking forward, the clear priority for further development of the fully coupled model presented 

here is some method to incorporate ice damage and pre-existing crevasses to facilitate calving at the 

terminus, as well as a more realistic approach towards the effect of mélange on the terminus. The 

former is chiefly a computational issue that will mainly be stymied by numerical technicalities; the 

latter has some elements of this, but would also be greatly assisted if more observational datasets of 

the typical thickness, rigidity and evolution of mélange in a range of tidewater settings were 

available. Additionally, more comprehensive observations of calving over a period of weeks or 

months at a range of tidewater glaciers would greatly assist in developing and validating calving 

models similar to the one presented in this dissertation. Given that the modelling undertaken in this 
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dissertation would have been unthinkable a decade before I started this PhD, and barely possible 

even 5 years before I started, I feel it likely that such modelling challenges will be overcome in the 

next decade, which would be a great boon to glaciology. 
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