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He has been eight years upon a project for extracting sunbeams out of cucumbers, which were to be put

in phials hermetically sealed, and let out to warm the air in raw inclement summers. He told me, he did

not doubt, that, in eight years more, he should be able to supply the governor’s gardens with sunshine, at

a reasonable rate: but he complained that his stock was low, and entreated me "to give him something as

an encouragement to ingenuity, especially since this had been a very dear season for cucumbers".

Johnatan Swift’s, Gulliver’s travels
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PREFACE

The main topic of this cumulative dissertation is KAPRI, a Ku-Band polarimetric terrestrial radar inter-
ferometer. The device is based on the Gamma Portable Radar Interferometer (GPRI) II a system de-
veloped for deformation monitoring using differential radar interferometry. This thesis explores sev-
eral topics related to the device’s calibration and applications for the monitoring of changes in natural
terrain using radar interferometry and polarimetry by the means of three studies in the form of self-
contained chapters (Chapters 2,3 and 4 in this thesis) that were published or submitted for publication
in peer-reviewed scientific journals.

Chapter 1 provides an introduction for readers who have a technical education but no familiarity with
terrestrial radar systems, radar interferometry and radar polarimetry. Section 1.2 provides an overview
and a literature review of these techniques, while the rationale for this dissertation is discussed in Sec-
tion 1.3.

After the introduction follow three self-contained investigations, Chapters 2,3 and 4, which document
the core of this dissertation. Finally, the main findings of this work are discussed in Chapter 5 and
suggestions for future research are provided as concluding remarks.

Simone Giacomo Baffelli

Zurich, 2018
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SUMMARY

Imaging radar systems are a fundamental tool for remote sensing: by using the sensitivity of electro-
magnetic waves to the geometrical and dielectric properties of objects they interact with, these de-
vices permit to observe many natural phenomena. These devices have been exploited for a range of
applications in the geosciences;for example to monitor glacier flows, the inflation of volcanoes, to de-
tect land subsidence or to estimate environmental parameters. Spaceborne imaging radars are used
in the reconstruction of post-seismic displacements, for the observation of land subsidence, in mar-
itime surveillance, for the estimation of vegetation height and growth stage, the production of digital
elevation models and many other applications.

In most of the above cases, spaceborne —or to a lesser extent airborne— synthetic aperture radar (SAR)
sensors are employed to acquire the data. These systems acquire images with excellent spatial resolu-
tion and coverage; their main drawback —particularly in the case of spaceborne SAR— is the inflexible
acquisition schedule, which does not allow to image the same region more often than every few days
at best. However, the study of many natural processes requires a denser temporal sampling to capture
their dynamics.

Terrestrial radars —also known as ground based radars or ground based SAR— are complementary to
space- and airborne SAR systems for the observation of fast changes of limited spatial extent since they
permit greater flexibility in the acquisition mode and scheduling. This dissertation concentrates on
KAPRI a Ku-Band polarimetric terrestrial radar interferometer based on the Gamma Portable Radar In-
terferometer II (GPRI-II), which was modified by the manufacturer to add polarimetric imaging capabil-
ities. The thesis focuses on two aspects: on the one hand the data processing and calibration techniques
needed to obtain radar data free from distortion caused either by the device’s design and environmental
effects; on the other hand the applications and the suitability of such data for the observation of changes
in the natural environment. These two aspects are elaborated and assessed with three publications that
are the main contributions of this research work; these papers focus respectively on data preprocess-
ing and polarimetric calibration, phase calibration for differential interferometry and the analysis of
polarimetric signatures of natural terrain.

The first investigation deals with the data processing and calibration needed to convert the raw data
acquired by the radar into properly focused polarimetric radar images. Preprocessing methods to mit-
igate the geometric distortion caused by the antenna frequency response inducing beam squint and
cross-range phase ramp induced by the polar acquisition geometry were developed, followed by a po-
larimetric calibration model adapted to the system’s antenna design. These methods were validated by
studying the response of corner reflectors, whose radar reflectivity and polarimetric signature is well-
known. The results show that applying the proposed methods permits to obtain radar images with an
imaging resolution close to the nominal resolution, free of cross-range phase ramps and with minimal
residual polarimetric distortion.

The second investigation is dedicated to the statistical modeling and correction of the atmospheric
phase screen (APS), a significant obstacle to precise deformation monitoring using radar interferom-
etry: by exploiting the sensitivity of the radar signal’s phase to variations in the distance between sensor
and targets, this technique allows to measure displacements with a precision potentially limited only
by the wavelength and by various sources of phase noise. However, other effects also modify the radar
phase; among them variations in the distribution of atmospheric water vapor in the scene, which can
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be of a magnitude comparable to the displacement signal and may severely reduce the precision of the
displacement estimates. The spatio-temporal statistical behavior of the APS and its mitigation has been
extensively studied: the main assumption being that the APS is correlated in space and uncorrelated
in time for the typical acquisition scenarios. However, there is lack of research on whether these re-
sults can translate to terrestrial radar interferometry (TRI), where the spatial extension of the scene is
typically smaller and the acquisition repeat time can be as short as a minute. In this study, these ques-
tions are assessed with the help of an interferometric stack acquired using KAPRI near the Bisgletscher
glacier, in the Swiss Alps. The analysis shows that the APS is correlated both in space and time but that
its spatio-temporal statistics are approximately separable, so that given a stack of interferograms a frac-
tion of the phase variation can be corrected on individual interferograms by spatial interpolation from a
set of locations known not to be affected by deformation, while the remaining residual phase variation
is only correlated in time and can be corrected by a temporal filter operating on individual pixels along
the stack reducing the computational complexity of the correction.

The third and last investigation returns to the polarimetric aspects of KAPRI and aims to assess the
suitability of Ku-Band polarimetric data for the observation of natural terrain: while the polarimet-
ric response of natural surfaces at L- and X- band are widely investigated thanks to the availability of
space- and airborne sensors operating at these wavelengths, much less information is available at Ku-
Band. Two datasets covering alpine terrain and an agricultural areas are used to this end by studying
the polarimetric signatures of different terrain types, showing a consistently high cross-polarized power
and Cloude-Pottier entropy for all land cover types but for individual highly reflective scatterers such as
radar reflectors or single buildings. These observations suggest a high level of scattering randomness,
likely due to the presence of depolarizing scattering from random media and to the combination of a
short wavelength and a relatively large resolution cell size.



RIASSUNTO

I sistemi di imaging radar sono un strumento fondamentale per il telerilevamento. Poichè le onde elet-
tromagnetiche sono sensibili alle proprietà geometriche e dielettriche degli oggetti con cui interagisco-
no, i sistemi radar permettono di osservare diversi fenomeni naturali. Tra gli esempi di applicazioni
si possono citare il monitoraggio del flusso di ghiacciai e dell’espansione del terreno legata all’attivita
di vulcani, la misura di deformazioni post-sismiche e della subsidenza causata dal pompaggio di falde
acquifere, la sorveglianza del traffico marittimo, la produzione di modelli digitali del terreno e la misura
della struttura e dell’altezza di foreste e colture agricole.

Nella maggior parte dei casi, questi compiti di monitoraggio sono svolti utilizzando immagini acqui-
site con sistemi radar ad apertura sintetica (SAR) montati su satelliti in orbita polare o più raramente
con sensori SAR aviotrasportati. Le immagini acquisite da tali sistemi hanno un’eccellente risoluzione
e copertura spaziale, tuttavia i sistemi satellitari e aviotrasportati hanno lo svantaggio di elevati costi
di acquisto e di operazione. Inoltre cicli di acquisizione molto brevi,—nell’ordine dei minuti— che so-
no necessari per osservare le dinamiche di molti processi sono difficili da ottenere con tali sistemi. In
questo senso i radar terrestri —spesso conosciuti anche come radar ground-based- o GB-SAR— sono
complementari ai sistemi su satellite e aviotrasposrtati; essi sono relativamente economici e consento-
no grande flessibilità nelle modalità e nei tempi di acquisizione, facendone degli ottimi strumenti per
l’osservazione di rapidi cambiamenti la cui estensione é limitata.

Il fulcro di questa dissertazione è KAPRI, un radar polarimetrico terrestre operante in banda Ku. KAPRI
è la versione polarimetrica di Gamma Portable Radar Interferometer II (GPRI-II), un radar concepito
per il monitoraggio di spostamenti del terreno con la tecnica dell’interferometria differenziale. La dis-
sertazione tratta due temi. Il primo aspetto riguarda la preparazione e la calibrazione dei dati acquisiti
da KAPRI, affinchè essi siano liberi da distorsioni causate dall’architettura hardware o da influssi esterni
quali variazioni atmosferiche. Questa preparazione è necessaria per proseguire con il secondo aspetto
di questo studio, dove si investiga il potenziale dei dati cosí preparati nelle applicazioni di monitoraggio
di fenomeni naturali, con particolare riguardo allo studio dell’utlizzo di dati polarimetrici. I suddetti
temi sono dicussi tramite tre studi separati dedicati a differenti aspetti, ovvero preparazione dei dati e
calibrazione polarimetrica, calibrazione di fase per l’interferometria differenzia e l’analisi della risposta
polarimetrica di superfici naturali.

La prima investigazione si concentra sulla preparazione dei dati e la calibrazione necessarie per tra-
sformare i dati grezzi acquisiti dal radar in immagini polarimetriche correttamente calibrate. A tal fine
si sono sviluppati degli algoritmi capaci di ridurre le distorsioni geometriche causate dalla variazione
in frequenza del diagramma d’antenna cosi pure di ridurre la variazione di fase azimutale dovuta alla
geometria di acquisizione polare. A seguito viene presentato un modello di calibrazione polarimetrico
adattato all’architettura di antenna di KAPRI. Tali metodi sono stati validati analizzando la risposta di
retroreflettori triedrali; i risultati dimostrano i metodi proposti consentono di ottenere immagini pola-
rimetriche correttamente calibrate, prive di rampe di fase azimutali e la cui risoluzione geometrica è
prossima alla risoluzione nominale dell’apparecchio.

Il secondo studio è dedicato alla modellazione statistica e alla correzione di schermi di fase atmosferi-
ci per l’interferometria differenziale. Sfruttando la sensibilità della fase del segnale radar alla distanza
tra il sensore e un obiettivo, questa permette di stimare spostamenti con una precisione limitata dal-
la lunghezza d’onda impiegata. Tuttavia, variazioni nella distribuzione del vapore acqueo nella scena
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possono causare un ritardo di fase di magnitudine comparabile alla fase associata allo spostamento
compromettendo gravemente la precisione delle stime di quest’ultimo. Le statistiche spazio-temporali
del ritardo di fase come pure metodi per mitigarne l’effetto sono state ampiamente studiate; nella mag-
gior parte dei casi essi si basano sulla supposizione che gli schermi di fase abbiano un certo grado di
correlazione spaziale ma che siano decorrelati nel tempo; tuttavia la validità di tali assuzioni è incerta
nel caso di dati acquisiti con radar terrestri, dove l’estensione della scena è ridotta e i cicli di acqusizione
sono molto più brevi rispetto ai dati ottenuti tramite sensori satellitari o aviotrasportati. L’applicabilità
di tali modelli ai dati di radar terrestri è stuadiata con l’aiuto di uno stack interferometrico acquisito con
KAPRI nella regione del ghiacciaio Bisgletscher, nella valle del fiume Matter nel canton Vallese. L’ana-
lisi mostra che lo schermo di fase atmosferico è correlato sia nel tempo che nello spazio ma che la sua
covarianza può essere approssimata con una covarianza separabile. Grazie a questa approsimazione,
parte dell ritardo di fase atmosferico può essere corretto con un interpolatore spaziale usando osserva-
zioni prese da un insieme di punti che non subiscono spostamenti in modo tale che il ritardo residuo
sia solamente correlato nel tempo e possa venire mitigato da un filtro spaziale operante su singoli pixel
riducendo così la complessità della correzione.

Il terzo studio concerne nuovamente la polarimetria radar, in particolare la risposta polarimetrica del-
le superfici naturali in banda Ku. Questo studio preliminare è necessario per conoscere la validità dei
modelli di scattering polarimetrico e dei metodi di stima dei parametri ambientali da essi derivati. Tali
metodi infatti sono stati sviluppati sulla base di dati polarimetrici finora acquisiti nelle frequenze abi-
tualmente impiegate dai sistemi SAR satellitari e aviotrasportati, principalmente nelle bande X e L. Per
questa analisi vengono usati due set di dati: una serie temporale acquisita nella regione del ghiaccia-
io Bisgletscher nella valle della Matter nel canton Vallese e un’immagine polarimetrica del villaggio di
Münsingen e della campagna circostante, nelle vicinanze di Berna. I risultati di questa analisi mostra-
no un alto livello di entropia polarimetrica accompagnata da un consistente ritorno in polarizzazione
incrociata —HV nella base lineare—. Questi valori sono probabilmente da attribuire alla presenza di
meccanismi di scattering depolarizzante causati da mezzi di propagazione inomogenei e casuali qua-
li volumi di vegetazioni o superfici rugose. Tuttavia, è necessario considerare l’effetto della lunghezza
d’onda molto corta in relazione alla dimensione delle celle di risoluzione. Questi fattori fanno in modo
che diversi scatteratori di diverso tipo si trovino all’interno della stessa cella di risoluzione, contribuen-
do all’aumento dell’entropia.
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1
INTRODUCTION

1.1 MOTIVATION

The sensitivity of electromagnetic waves (EM waves) to the structural and electrical properties of me-

dia through which they propagate and interact makes them very useful for remote sensing: employing

sensors installed on suitable platforms such as satellites or aircraft permits to measure relevant envi-

ronmental parameters on large swaths of Earth’s surface from a distance and over locations that would

otherwise be almost inaccessible. Repeating such measurements allows to monitor changes in the envi-

ronment and to follow the evolution of the underlying processes. Slope instability, volcanic activity, the

flow of glaciers, ocean currents, vegetation growth cycles, subsidence in urban areas and urban sprawl

are just some examples of the variety of processes in the natural and built environment where remote

sensing techniques contribute to improving our understanding of their causes and evolution and where

they are employed to provide early warning, potentially preventing loss of human lives and damage to

infrastructure and property.

Radar remote sensing is an active remote sensing technique, meaning that the sensor carries its own

source of illumination in contrast with aerial or spaceborne cameras or radiometers that rely on the re-

flection of sunlight on earth’s surface or on the variation in thermal emissivity between different surface

types. The use of an own source of EM radiation is advantageous in that observations at any time of the

day are possible. Secondly, the absorption and scattering of EM waves through the atmosphere at the

wavelengths employed by radar sensors is significantly smaller than these at higher frequencies, in the

infrared and visible part of the electromagnetic spectrum. Radar observations are thus possible regard-

less of cloud cover or precipitation. These factors make radar earth observation techniques suitable for

all weather, day and night monitoring of large and remote areas.

However, most of the radar remote systems currently employed are carried by airplanes and satellites.

While these configurations easily provide large spatial coverage, these platforms are costly and rela-

tively inflexible in acquisition planing. Moreover, they only permit observations at temporal resolutions

of hours or days, with the risk of undersampling the faster dynamics of many natural processes. Ter-

restrial radar systems —also called ground-based radars— are a cost-effective alternative to space and

airborne radar sensors for the study of rapidly changing natural phenomena of small spatial extent.

These systems can also serve as prototypes and test beds for new sensor technologies and future earth

observation mission concepts.

1



2 CHAPTER 1. INTRODUCTION

This thesis focuses on KAPRI, a Ku-Band real aperture, polarimetric terrestrial radar based on the Gamma

Portable Radar Interferometer II (GPRI-II). The main goal is to investigate the potential of this system

to monitor and detect changes in the natural environment with polarimetric and interferometric tech-

niques. To apply these techniques, the data requires internal and external calibration to remove system-

atic and random effects due to the device itself and to external factors. A significant part of this thesis is

dedicated to these data processing and calibration methods.

1.2 BACKGROUND

The following sections provides a brief introduction in radar systems for earth observation. This is fol-

lowed to three more specific sections giving an extensive background and an overview of the state of the

art for the three main aspects of this thesis: radar interferometry, radar polarimetry and terrestrial radar

systems.

1.2.1 Radar Remote Sensing

At its core radar (Radio detection and ranging) is a distance-measuring device: it operates by measur-

ing the travel time of electromagnetic waves –usually in the microwave part of the electromagnetic

spectrum– emitted by the sensor and scattered back by an object located at a distance. Despite its

military origin, it now enjoys widespread civilian use. Air space monitoring, weather forecasting, au-

tomotive collision avoidance and environmental remote sensing are only some applications of radar

techniques contributing to the safety, sustainability and economic growth in our societies. Most of the

radar systems employed in environmental monitoring are imaging devices, i.e they are able to produce

two-dimensional maps of the spatial distribution of the terrain’s microwaves reflectivity. The simplest

way to obtain two-dimensional resolution is to physically move an antenna with a narrow beam, ei-

ther by rotating it around its center –as done by airspace surveillance radars and by some terrestrial

radar systems– or by displacing the antenna along a –usually linear– path parallel to the scene to be

imaged.

The latter solution is normally employed by airborne imaging radars and was historically known by the

name of side looking airborne radar (SLAR) [1, 2]. The main limitation of the latter approach is that

EM radiation emitted –or received because of the reciprocity theorem for EM waves– by an antenna

aperture of finite size is subject to diffraction, which causes the emitted beam to spread with increasing

distance from the sensor. Thus, while the nominal distance resolution of an SLAR system is constant, the

resolution perpendicular (the azimuth or cross-range resolution) to the line of sight decreases linearly

with range, as illustrated by the drawing in Figure 1.1. An antenna of length L produces a beam with an

approximated half power beamwidth θ3dB of:

θ3dB = λ

L
, (1.1)
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where λ is the wavelength. The half power beamwidth is the angular separation of two points in the

antenna azimuth plane where the received intensity drops by 1/
p

2. Therefore, to obtain an azimuth

resolution of a few meters or less from a satellite in low earth orbit (LEO) at an altitude of 600 km [3, 4],

an antenna with a length of several kilometers is needed. Engineering and financial constraints mean

that this requirement is almost impossible to meet with the currently available materials and launch

systems. Synthetic aperture radar (SAR) techniques were developed from the 1950s on to overcome this

L

θ3dB

LSA

R

δaz

Figure 1.1: Schematic representation of the synthetic aperture principle. L is the physical antenna aperture size, R is the slant
range distance from an object represented as a black dot. LS A is the synthetic aperture length, θ3dB is the antenna half-power
beamwidth and δaz is the cross-range resolution achievable with the real aperture antenna at a distance R from the scatterer.

limitation [5, 6]. Instead of relying on the physical antenna aperture size, a large antenna aperture is

synthesized by coherently combining the echoes recorded at several locations along the sensor trajec-

tory, simulating the effect of an arbitrarily large antenna by illuminating objects with a range of aspect

angles. If the synthetic aperture size is made sufficiently large, the cross-range resolution will be almost

independent of the slant range distance. In this manner, a SAR system can achieve spatial resolutions of

less than a meter from a satellite in low earth orbit. The ability to image large swaths of the earth, at high

resolution, remotely and at any weather makes spaceborne SAR system a fundamental tool in modern

earth observation.

Terrestrial radars, on the other hand, are normally operated as permanent or semi-permanent installa-

tion, consequently they can only image smaller swaths. For cross-range resolutions, they either rotate

an antenna with a narrow beam on its center as shown in Figure 1.2 or they move the antenna on a short

rail assembly using the displacement to perform aperture synthesis. As the aperture size is rather small

compared to the range distance of interest, both solutions do not give range-independent azimuth res-

olution. The range-resolved, sidelooking geometry of imaging radars, both air- and spaceborne and ter-

restrial, regardless of the method used to obtain cross-range resolution, produces effects that are rarely

seen in angle-resolved, optical images. The term sidelooking means that these radar systems observe

the scene with a nonzero incidence angle, that is the angle between the terrain’s normal and the radar’s

line of sight, displayed in Figure 1.3. A non-zero incidence angle and hence a sidelooking observation
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L

R

δaz

ω

θ3dB

Figure 1.2: Schematic representation of a real aperture radar employing an azimuth scan for lateral resolution: the antenna
with a length L – giving it an half-power beamwidth of θ3dB – is rotated around its center with an angular velocity ω. δaz is the
cross-range resolution achievable at a distance R from the radar.

geometry is necessary to resolve scatterers by their distances: if the scene is imaged perpendicularly, for

example by looking directly underneath the plane in the case of an airborne sensor, the returns from all

the objects within the radar’s antenna footprint will be received simultaneously, resulting in a very poor

resolution.

Although the sidelooking imaging geometry can be used to overcome this problem, it will make objects

appear distorted and very different from their appearance in a conventional optical image. Three main

effects can be distinguished [7, 8]:

• When tall objects tilted towards the radar are imaged, they will appear compressed along the

range dimension. For example, when a steep mountain face is observed, the base (point A in

the illustration) and the top (point B) will appear very close (point A’ and B’) although their dis-

tance on the ground could be large. Additionally, as the returns from large swaths of terrain will be

falling in the same range resolution cells, these pixels will appear very bright. This effect is named

foreshortening.

• The extreme case of foreshortening is layover: if the slope is steeper than the radar’s incidence

angle, the return from the bottom (point D) will reach the radar after the return from the top

(point E). Their positions will be inverted in the image: the top of the mountain will ”lay over” its

base.

• Radar shadows are observed when terrain behind tall objects is imaged, a situation often observed

in steep mountainous areas. In this case, the object nearest to the sensor will interrupt the prop-

agation path between the farther scatterers and the radar. Only returns from the first object will

be received and no energy will be returned from points beyond the first scatterer and. Thus, they

will appear dark in the radar image. In the illustration Figure 1.3 radar shadow will affect objects

lying behind point E.
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Figure 1.3: Illustration of the effects of the sidelooking image geometry. The slope between points A and B is affected by
foreshortening: their projection on the radars line of sight maps the points to A’ and B’, whose distance is shorter than the true
distance on the ground. Hence, in the radar image the slope will appear compressed. The steep slope between D and E will
be in layover: in the line of sight projection, the mountain top, which is mapped to point E’ is closer than the radar than base
of the slope, mapped to D’. Thus in the radar imagery the mountain will appear inverted. Finally, the points on the flat terrain
located beyond E will be affected by its shadow.

The all-weather, large coverage capabilities of air- and spaceborne SAR sensors are only one of the rea-

sons for their widespread adoption in remote sensing: while high resolution images of earth’s surface

can be useful in understanding many natural processes, their scientific utility would be limited, were

they simply qualitative depictions of the terrain. Quantitative measurements are necessary in order to

develop models and make predictions of scientific value.

Radar measurements deliver quantitative data through their capability to spatially resolve the ampli-

tude, the phase and the polarization state of the waves scattered by the objects on the grounds. In this

way, radar images provide complex, vector valued measurements:

1. The amplitude of each pixel is proportional to the strength of the signal scattered by the objects

contained in the resolution cell. The reflectivity is influenced by the materials dielectric constant,

their shape and – for cells consisting of many scatterers – their spatial distribution and orienta-

tions within the cell. The radar reflectivity has been used to infer a variety of geophysical param-

eters, for example vegetation moisture, total biomass, ice water content or soil roughness [9–16].

2. Thanks to their coherent architecture, SAR systems provide measurement of the absolute phase

of each pixel, that is the number of periods the EM waves undergoes in its propagation from the

sensor to the scatterer and back. Thus, the phase is proportional to twice the distance plus addi-

tional phase delays induced by inhomogeneities in the propagation speed of the medium or by

the scatterer’s geometric and dielectric characteristics, the so-called intrinsic phase. In this sen-

sitivity lies the value of coherent measurement in SAR remote sensing: by differencing the phases

acquired at two different times and/or locations, it is possible to precisely determine the displace-

ment of scatterers between two passes of the sensor or to estimate their height, potentially with

a precision orders of magnitude better than the sensors spatial resolution. These techniques are

known by Radar Interferometry or Interferometric SAR (InSAR)and are used for example to derive

digital elevation models, reconstruct displacement maps after earthquakes [17–19] and monitor

the surface displacement velocity of glaciers [20, 21].
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3. By transmitting and receiving signals with orthogonal polarization states, the systems are able to

acquire the polarimetric scattering matrix of every pixel. The complex valued scattering matrix

gives the scattering phase and amplitude of the scatterers as a function of the polarization state

of the transmitted and received waves. The polarization state is modified by the geometrical and

dielectric properties of the objects they interacted with; this sensitivity can be employed to infer

geophysical parameters such as the properties of snow, soil moisture and roughness, or – in com-

bination with interferometric techniques – to estimate the relative vertical locations of different

scatterers within a resolution cell.

The advantages of spaceborne SAR sensors are accompanied by some limitations: the satellites are nor-

mally operated in low earth orbits (LEO) at an altitude of approximately 600 km, giving an orbital period

of about 90 minutes. As the earth rotates on its axis while the satellites are orbiting, it is only possible to

image the same ground track after 10 to 12 days, depending on the orbit altitude. This is a disadvantage

when observation of rapid changes is desired, especially so for radar interferometric applications: if the

object is displaced by a distance larger than the resolution cell size, interferometric techniques cannot

be used to measure its displacement because phase coherence will be lost [22], an issue that will be

discussed in detail in a later section. Other barriers to the access to SAR technology are the high cost of

designing and launching a satellite and maintaining an adequate ground segment to control and com-

municate with it, although recent development in commercial SAR satellites are reducing the severity of

these issues. Similar issues of cost, complexity and relatively long revisit times also affect airborne SAR

systems, however it is foreseen that future developments of UAV technology and cost effective electron-

ics will lead to an increasing adoption of unmanned airborne SAR sensors.

Terrestrial radars –sometimes terrestrial radar interferometers (TRI) or ground based radars (GB-SAR)–

[23, 24] are at the other end of the size scale, both in terms of sensor size and in coverage. They are

portable, relatively cheap and permit to quickly organize small scale observation campaigns while hav-

ing large flexibility in acquisition timing, mode and location. Their main drawback is a lower spatial

resolution and smaller coverage relatively to air- and spaceborne systems. The lower resolution is de-

termined by the need for portability: they usually synthesize an aperture by moving an antenna on a

short rail or directly rely on a physically large antenna [25]. Mechanical and electrical engineering con-

straints usually limit the size of these –real or synthetic– antenna apertures to a few meters.

1.2.2 Radar Interferometry (InSAR)

Most modern imaging radars use a coherent hardware architecture, i.e they are designed in such a way

as to preserve the phase of the electromagnetic waves they transmit and receive [26]. The phase is a

measure of how much a monochromatic wave is delayed with respect to a reference wave of the same

frequency, normalized to the wavelength. Since sinusoidal waves are periodic they are self-similar and

the phase can only be determined up to an integer multiple of 2π. Setting a reference system located at

the antenna, after propagating to a target at distance r from the radar, being scattered and propagating

again back to the receiver, the wave will have traveled a distance of 2r . This will give a propagation
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phase of

φpr op = 2π
(2r )

λ
+2πk, (1.2)

where λ is the wavelength. If the propagation distance were the only factor influencing the radar sig-

nal’s phase, using radars for displacement monitoring would be very straightforward: it would suffice to

compute the phase difference between two images acquired at different times to determine the amount

of displacement in the line of sight direction —with an ambiguity of 2π—. This is indeed the funda-

mental concept of the method known as differential interferometry [27]1. Similarly, by differencing the

phase acquired simultaneously from two slightly different locations, the position of the scatterers on

the plane perpendicular to the line of sight could be estimated, a technique called single pass interfer-

ometry.

SIGNAL MODEL

However, a number of other effects influence the phase of electromagnetic waves during their travel to

the radar to the scatterer and back; they are not contained in the simple model of (1.2). These effects

can be summarized compactly in equation (1.3), expressing the signal phase for a scatterer located at

distance r from the radar [28–30]:

φ=φpr op +φatmo +φscat +φn . (1.3)

This phase is sometimes called the SLC phase or single look complex phase, as it is obtained directly

from the received complex radar signal. Its individual components will be discussed in the follow-

ing.

• φpr op corresponds to the geometrical phase and equals twice the distance between the sensor

and the scatterer:

φpr op = 2π
(2r )

λ
. (1.4)

This is the phase component which is employed in radar interferometry to determine the dis-

placements and/or elevations of the observed objects.

• φscat is the scatterer’s intrinsic phase, which is determined by the object’s geometrical and dielec-

tric properties.

• φatmo is the atmospheric phase delay; it corresponds to the integral of the refractive index of

the propagation medium along the propagation direction. This contribution is due to the spatial

and temporal variations in air pressure and water vapor distributions in the atmosphere [28, 31–

33]. Ideally, if environmental parameters would be known for each point in space and time, this

contribution could be estimated and removed from the data. As this approach is not realistic, the

atmospheric phase delay is often simply modeled as a combination of two factors [32, 34, 35],

represented schematically in Figure 1.4:

1The method is often called, DInSAR, although the technique can be applied to any coherent radar data, not only to synthetic
aperture measurements.
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1. A height-dependent stratified contribution caused by the variation in refraction index de-

pending upon the scatterer’s height, as the atmospheric density decreases with increasing

elevation. This contribution, known as hydrostatic delay, is approximated with a multiple

linear regression model [36–42] or is derived from weather model predictions and weather

observations [34, 39, 43–46] or global navigation satellite system (GNSS) observations [47–

50]. In Figure 1.4 the hydrostatic delay is represented by increasingly pale rectangles, dis-

playing the decrease in atmospheric density with altitude.

2. A random, spatially and temporally correlated contribution induced by turbulent mixing of

water vapor in the troposphere [31, 48, 51]. Because these mixing processes are very com-

plex, they can only be described statistically, usually in terms of spatial and temporal covari-

ances [28, 48, 52]. In Figure 1.4 the turbulence is shown as dark vortexes.

Stratified atmosphere

Turbulence

Wavefronts

Figure 1.4: Schematic representation of propagation of plane waves in a stratified atmosphere affected by turbulent mixing.
The red lines represent wavefronts, that is the surfaces of constant phase. The atmospheric stratification is represented by
changes in colors, signifying decreases in the atmospheric density with increasing height.

• Finally, φn represents a noise contribution, normally attributed to the effect of thermal noise in

the radar electronics.

Now, if the acquisition is repeated at a later time and possibly from slightly different radar location and

the phase difference is computed, the so called interferometric phase is obtained. This can be related

to (1.3) and can be written very similarly [28–30, 32, 53, 54]:

∆φ=∆φg eo +∆φdi sp +∆φatm +∆φdecor r +∆φn +2πk. (1.5)

The contribution in the interferometric phase are closely related to the phase component of the SLC

phase, but instead of representing factor affecting the propagation and the scattering of the wave at a

single instant in time they are related to difference of these effects between the two acquisition times.

The benefit of operating with interferometric phase differences is that all systematic, time invariant ef-

fects are removed.

The remaining components of the interferometric phase difference can then be analyzed as follows:

• ∆φg eo is the topographic phase contribution, it is only observed in the case when an interfero-

gram is formed between acquisitions acquired from different locations, separated by the spatial

baseline vector b. This contribution is proportional to the elevation of the scatterers s, i.e their
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locations perpendicular to the line of sight vector [55–57]:

∆φg eo ≈ 4π

λ

[

s2

2(r0 −b∥)
− b⊥s

r0 −b∥

]

(1.6)

where the terms b∥ and b⊥ are the parallel and perpendicular projections of the baseline on the

line of sight vector. This is the term used in reconstructing digital elevation models [57, 58], ideally

in a tandem or single pass configuration, where the signal is received simultaneously from two

positions, removing the influence of displacement, atmosphere and decorrelation.

• ∆φdi sp is the displacement phase; it is proportional to the projection of displacement vector be-

tween acquisitions on the line of sight. As the true kinematics of the displacement are not known,

a constant displacement rate is often assumed, such that ∆φdi sp can be written as [59, 60]:

∆φdi sp = 4π

λ
v∆T (1.7)

where ∆T is the temporal baseline, the time elapsed between two acquisitions. This assumption

is usually sufficient if enough data is available because the displacement history can be approxi-

mated by a series of piecewise displacements with different rates vi [59, 60]. Otherwise, especially

in the case of datasets spanning several years, the model can be expanded by adding seasonal de-

formation described by sinusoidal waves [61–63] or by considering displacement models includ-

ing a temperature dependence on the interferometric phase, the latter begin useful to model the

thermal expansion of building in urban datasets [64, 65].

• ∆φatm is the differential atmospheric phase, the difference between the phase delays caused by

spatially inhomogeneous and varying distributions in the atmospheric propagation speed be-

tween the two acquisition times. This term represents a nuisance for repeat pass acquisition;

its effect is usually seen in interferograms in the form of the atmospheric phase screen (APS) [28,

51, 66] with a low spatial frequency content. In the most severe cases, this phase contribution

can be as large or larger than the displacement signal and may severely limit the precision of dis-

placement estimates. The mathematical model adopted to describe the absolute atmospheric

phase delay —the delay for a single acquisition in the SLC phase of (1.3) — can be translated to a

similar model for the differential delay affecting interferograms [32, 34]. In this model, the APS is

decomposed into a deterministic signal attributed to the difference in atmospheric stratification

—described using regression models or derived from external observations as explained above—

and in a stochastic component attributed to turbulent mixing in the atmosphere, which is de-

scribed stochastically through its spatial and temporal covariance functions. Several methods

exist to separate the atmospheric phase delay from the displacement, often relying on spatio-

temporal filtering on a stack of data. They differ primarily in the way they define a stratification

model, which can assume uniform distributions of refraction index or height-dependent varia-

tions [36–42] or may use external weather data or weather model predictions [34, 39, 43–46, 67]

and GNSS observation of the wet zenith delay [47–50] to estimate the total water vapor content

of the atmospheric column. These D-InSAR methods also differ in the statistical model used to

describe atmospheric turbulence. Even if the atmospheric phase almost always display some
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spatial correlation, the exact form of this correlation is usually not known a priori: while some ap-

proaches rely on covariance function derived from Kolmogorov turbulence theory [28, 52], other

prefer to derive the spatial statistics of the atmospheric phase disturbances from the data itself [28,

48, 51, 68].

Similarly, most methods assume these phase disturbances to be uncorrelated in time [32, 48];

while this assumption seems to be reasonable for spaceborne InSAR where repeat times of several

days are common, this assumption does not necessarily apply to ground-based interferometric

studies [69], where the acquisition repeat time can be as small as a few minutes.

Generally, all methods can be seen as spatio-temporal filters operating on a stack of data which

exploit the different spatial and temporal correlation properties of the APS and of the deformation

signal to mitigate the impact of the latter on the deformation estimation or to separately estimate

these two contributions [32, 59, 63, 70–74].

• ∆φdecor r is the decorrelation noise which is primarily caused by changes in the complex reflectiv-

ity of the objects composing a resolution cells, in other words changes in their radar crosssection

and scattering phase [55]. To understand how, it is necessary to consider the statistics of the re-

ceived SAR signal: usually the wavelength employed by the radar is significantly smaller than the

resolution cell size. In that case, the return from a single resolution cell over natural media con-

sists of the complex superposition of scattering contributions from a large quantity of individual

scatterers with different reflectivities and scattering phases. Examples of this would be the contri-

butions of individual pebbles on rocky terrain or single leaves and stalks in the case of vegetation.

These radar scatterers are named distributed scatterers or extended scatterers because they are

assumed to occupy several resolution cells. For these scatterers, the (pseudo)random combina-

tions within each cell can add in any way from fully constructively to fully destructively, creating

a grainy looking image, the so called speckle. For these extended scatterers, the phase of a single

pixel will be a (pseudo)random quantity, formally a realization of a random variable whose mean

is related to the geometrical and dielectric phase of the objects contained in the resolution cell.

The displacement or elevation phase for distributed scatterers are then estimated from the in-

terferometric phase by averaging neighboring pixels in the interferogram under the assumption

of ergodicity, that is by assuming they represent independent realizations of the same scattering

process. However, if the distribution or the dielectric properties of these elementary scatterers

within a resolution cell change from an acquisition to the next, the phase difference will have an

arbitrary value, being effectively unusable to infer displacements, an effect known as temporal

decorrelation [22, 75–77].

A similar effect, volume or baseline decorrelation, is observed when the cell representing a dis-

tributed scatterer —such as a vegetation canopy [75, 78] or an ice volume [79]— is observed at the

two ends of spatial baseline, for example in the case of single-pass interferometry for DEM recon-

struction. In this case, the scatterers are observed from slightly different incidence angles and so

that contributions of elementary scatterers in each cell combine differently at the two ends of the

baseline causing baseline decorrelation [22, 80].

These two forms of decorrelation can be avoided if only resolution cells containing a single ob-
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ject —or, more precisely, a scatter whose radar reflectivity is dominant in the resolution cell— are

analyzed. In this case, the phase contribution is deterministic and is not affected by temporal or

baseline decorrelation. Interferometric processing techniques analyzing only these scatterers are

known by name of persistent scatterer interferometry (PSI) [29, 53, 71, 72]; they proved especially

useful for the estimation of terrain displacement in urban areas. The identification of these per-

sistent scatterers (PS): for example by considering the temporal variability of the backscatter in

a data stack, with the assumption that a persistent scatterer behaves deterministically and thus

its reflectivity is stable in time [71, 72]. Alternatively, the scatter’s spectral phase diversity can be

considered as the spectral response of an ideal point scatterer should be flat [72].

• 2πk represents the phase ambiguity term: as sinusoidal signals are periodic, it is not possible to

distinguish a signal delayed by one period by the same signal delayed by any other integer number

of periods: the signal is said to be wrapped. By assuming spatial or temporal smoothness of the

elevation and/or of the displacement, the correct phase ambiguity can be reconstructed from the

data using a spatial or temporal phase unwrapping algorithm.

Spatial unwrapping is used in reconstructing digital elevation models from single pass interfero-

grams [81, 82], where the assumption of spatially smoothness is reasonable, at least for terrains

with moderate topography. In the case of displacement estimation with differential interferome-

try, three different approaches are possible:

1. spatial unwrapping of individual interferograms [81, 82] is one option [59], however this

approach requires the deformation signal to be spatially smooth and may fail in the case

of spatially concentrated and abrupt displacements. Moreover, the deformation time-series

thus obtained can show discontinuities [83].

2. Unwrapping in space and time are performed separately and sequentially. Temporal un-

wrapping ensures continuity in the deformation time-series [71, 84].

3. Phase unwrapping is performed spatio-temporally as a three-dimensional problem, simul-

taneously enforcing spatial and temporal phase continuity. Using the full spatio-temporal

information in a single step helps to increase unwrapping accuracy [85, 86].

For a thorough discussion of different phase unwrapping methods in the context of interferomet-

ric time-series, the interested reader is invited to consult the review article in [87].

1.2.3 Radar Polarimetry (PolSAR)

Radar polarimetry is a method to add signal diversity to radar imaging: by measuring the response of

the scatterers to EM waves with different polarization states, it enables to infer information on the scat-

terer’s geometry and dielectric properties. In order to understand the response of objects to polarized

waves and how this sensitivity can be used in radar remote sensing; it is instructive to review some basic

concepts of polarimetry. Since polarization is usually treated in the context of the propagation of plane

electromagnetic waves, it is wise to go a step back and first discuss the plane wave solution to Maxwell’s

equations.
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WAVE POLARIMETRY

The propagation of electromagnetic waves and their interaction with matter is governed by the four

differential equations known as Maxwell’s equations [88, 89]:

∇∧E = ∂B

∂t
∇∧H = JT + ∂D

∂t

∇·D = ρ ∇·B = 0
. (1.8)

The scalar field ρ is the density of free currents, JT = Ja +σE is the total current density split in a source

term and in the electric conduction current governed by the medium’s conductivity σ, E is the electric

field, H is the magnetic field, D is the electric induction and B is the magnetic induction field. These

fields are related by the following relationship [88]:

D = ǫE+P B =µ (H+M) (1.9)

where P is the electric polarization vector, M is the magnetization, ǫ is the electric permittivity and

µ the magnetic permeability. In radar remote sensing, these equations are simplified: linear, source

free medias are normally encountered, i.e materials where P = 0, M = 0 and Ja = 0. Furthermore only

non-magnetic materials [89] with no free charges are considered, i.e where ρ = 0 and µ = µ0 since for

the situation of interest to radar remote sensing neither free charges as are seen in a plasma [88] nor

magnetizable materials are usually encountered. By manipulating Maxwell’s equations (1.8), a single

vectorial partial differential equation for the electric field is obtained:

∆E−µǫ
∂2E

∂t 2
−µσ

∂E

∂t
= 0. (1.10)

Almost any well-behaved function of the form g (ωt −k · r) is a solution of this equation. For radar

polarimetry, where the objects are located far enough from the source of the EM field, assuming a

monochromatic plane wave is a valid approximation [90]:

E(r) = E0e− j k·re jωt , (1.11)

where the direction of the wavevector k gives the propagation direction of the wave and its complex

magnitude is:

k =ωµǫ

√

1− j
σ

ωǫ
=β− jα. (1.12)

Any solution of the form (1.11) must satisfy E ·k = 0 to be a plane wave: the electric field has no com-

ponent in the direction of propagation [88]. Assuming a coordinate systems with +z parallel to k the

component of the electric field vector can be written as:

E = e−az









E0,x cosωt −kz +δx

E0,y cosωt −kz +δy

0









. (1.13)
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e−az is the attenuation term that can be factored out from the remaining vector, which is the polariza-

tion vector or polarization state of the EM wave. The x− and y− components of this vectors are two

sinusoids of the same frequency, with different amplitudes E0,x and E0,x and phases δx , δy .

At a fixed location in space, if the projection of the polarization vector on the x y plane is observed as

it varies in time, its end will appear to describe a line, a circle or an ellipse. In fact, all the three cases

can be described by an ellipse, the so called polarization ellipse [88, 91] which is parameterized by three

values: the amplitude A, the ellipticity τ and the orientation angle φ, as illustrated in Figure 1.5. The

Ex

Ey

θ

τ

E

x

y

Figure 1.5: Illustration of the geometry used to describe the Jones vector and the polarization ellipse. E is a snapshot of the
electric field vector on the z = 0 plane, whose motion in time appears to describe the contour of an ellipse, a circle or a line,
which can all be described with the ellipticity angle τ and the orientation angle φ.

first parameter, A, describes the total length of the electric field vector, and thus the total intensity of

the wave. The second parameter captures the opening of the ellipse described by the tip of the electric

field vector as it rotates. At τ = 0 the vector moves along a line, while for an angle of τ = π
2 the vector

rotates on a circle in counterclockwise sense. Intermediate values describe increasingly round ellipses,

while negative ellipticity angle indicate rotation in clockwise direction. Finally, the orientation angle φ

indicates the orientation of the ellipses semi-major axis with respect to the positive x-axis.

These ellipse parameters are one of the formalism employed to describe the polarization state of plane

electromagnetic waves. The Jones vector descriptor is a popular alternative based on a two-dimensional

complex valued vector describing the amplitude and phase of a plane, monochromatic electromagnetic

wave in the plane orthogonal to the direction of propagation, at z = 0. The Jones vector is related to the
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ellipse parameters [88] in the following way:

E = Ae jα

[

cosφ −sinφ

sinφ cosφ

][

cosτ

j sinτ

]

. (1.14)

Whereα= δx−δy is the absolute phase with respect to the x−-axis. The Jones vector can then be defined

for an arbitrary orthonormal basis and can be related to the unit horizontal Jones vector ûH in the linear

polarization basis (i.e in the basis parallel to the x- and y-axis of the wave coordinate system) by the

following transformation [88, 91, 92]:

AU2(φ)U2(τ)U2(α)ûH (1.15)

Where the three matrices U2(φ),U2(τ),U2(α) belong to the SU(2) group [92] and are derived from the

Pauli matrices [92, 93] σi :

U2(φ) = e− jφσ3

U2(τ) = e+ jτσ2

U2(α) = e− jασ1

. (1.16)

Thanks to this base change, it is sufficient to acquire polarimetric radar responses in a polarization basis

to reconstruct the response in any desired polarization basis.

A third representation of polarized waves is the Stokes vector, which expresses the wave’s polarization

state purely in terms of received powers and does not require phase-coherent measurements. It is linked

with the ellipse parameters as follows [88, 91, 94]:

g =















g0

g1

g2

g3















=















A2

A2 cos2φcos2τ

A2 sin2φcos2τ

A2 sin2τ















. (1.17)

Notice that the following relationship applies to the component of the Stokes vector [88]:

g 2
0 = g 2

1 + g 2
2 + g 2

3 ; (1.18)

this means that the total received power is decomposed in a sum of polarized powers in different polar-

ization states.

This representation is historically relevant: coherent polarimetric radars are relatively recent [88, 94];

non coherent system could only measure the received power but not the phase of the received signal;

by receiving the power at a left or right circularly polarized antenna, at a vertically or horizontally unit

and at an antenna rotated at either 135◦ or 45◦, the Stokes parameters can be measured from which

the Jones vector can be reconstructed. This representation is also important in microwave radiometers

and optical imagers, which are almost always incoherent systems since they cannot rely on a controlled,

phase locked source of radiation for illumination [91].
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SCATTERING POLARIMETRY

Fully Polarized scattering When polarized waves interact with matter, their phase, amplitude and

polarization state will be modified. Adopting the Jones vector formalism to describe the electric field

of a plane, monochromatic EM wave Ei incident on an object located at distance r from the origin, the

object will scatter an EM wave whose Jones vector Es , is expressed with [88, 91, 95, 96]:

Es = SEi =
e− j kr

r

[

S11 S12

S21 S22

]

Ei . (1.19)

The term e− j kr

r
describes the effects of propagation on the waves amplitude and phase, while the S matrix

with entries Si j , known as Jones matrix or scattering matrix, relates the Jones vector —and thus the

polarization state— of the transmitted wave with the one of the received wave.

By transmitting and receiving waves with polarization states that form an orthogonal basis for the Jones

vector, coherent polarimetric radars are able to measure the scattering matrix S [88, 91]. Thanks to

the change of polarization basis described by the SU (2) matrices in (1.16), if the scattering matrix is

measured in any polarization basis, the response of an object to any incoming polarization state can be

reconstructed by a change of basis; this method is known as polarization synthesis [97–99].

The scattering matrix representation is useful to describe scattering from elementary scatterers whose

radar cross section is large enough to permit the assumption that they represent the sole scatterer in

a resolution cell; they are so-called point scatterers [88]. Example of these scatterers are the trihedral

corner reflectors (TCR), that leaves the wave’s polarization unaltered or the dihedral reflector with the

edge rotated by 45◦, which will rotate the wave’s polarization state by 90◦. Their scattering matrices

are:

Str i =
[

1 0

0 1

]

Sdi =
[

0 1

1 0

]
. (1.20)

Normally, radar polarimetry is concerned with backscattered problems: situations where transmitter

and receiver are collocated [91] and only the portion of energy returning directly to the sensor is re-

ceived. To describe these problems it is useful to use the backscatter alignment (BSA) convention: where

the k vectors for both the transmitted and the received waves are positive when looking away from the

antennas: the coordinate system is sensor-centric [91, 100].

Usually, in remote sensing of natural objects only reciprocal scatterers are encountered. These are scat-

terers whose scattering matrix is unaltered by an exchange in position and polarization states between

transmitter and receiver. The assumption of reciprocity is valid for most natural scatterers: the most

preeminent exception being the Faraday rotation [101, 102] experienced in spaceborne SAR system,

which however is not of any concern for terrestrial radar systems, where the propagation path of the

waves is only in the lower troposphere and no free electrons are encountered. For reciprocal backscat-
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ter problems the scattering matrix S in the BSA convention simplifies to:

Sbs =
[

S11 S12

S12 S22

]

. (1.21)

Thus, any reciprocal backscatter problem can be described with six parameters: the absolute propa-

gation phase e− j kr

r
. which accounts for the phase delay and the attenuation due to the propagation,

and five target parameters, namely two polarimetric phase differences and three amplitudes [88]. Us-

ing the linear polarization basis with the horizontal and vertical polarization states as basis vectors and

referencing the phases to H H channel, S can be written as:

e− j kr e jφH H

r

[

SH H SHV e jφHV −φH H

SHV e jφHV −φV V SV V e jφV V −φH H

]

. (1.22)

Partially Polarized Waves These five parameters are sufficient to describe scattering from stable,

point-like objects. However, many natural objects and surfaces cannot be described by point-like

scatterers; they are rather distributed scatterers or extend scatterers [88], objects whose response to

polarized waves is non-stationary in time or space [88]. Temporal fluctuations are caused by motions

in the elementary objects composing the distributed scatterers, e.g the effect of winds moving leaves

and branches in vegetation or the roughness caused by currents and winds on water and many oth-

ers. Non-stationarity in space is observed for scattterers composed by large collections of individual

objects [103]: in the latter case the scattering of each individual particle is not varying in time, but the

coherent combination of many such interactions makes its description in terms of fully polarized waves

impractical. The response of these objects may be very sensitive to their relative position with respect

to the sensor, such that during the acquisition time due to the varying illumination angles, different

polarimetric response are received from the same object [88].

Thus, when these distributed scatterers are illuminated with polarized waves, they will scatter partially

polarized waves, EM waves whose polarization state fluctuates stochastically [91]. In that case the po-

larization ellipse cannot be represented by a single set of three parameters as shown earlier, since the

ellipse’s shape will vary in time or in space; this is shown visually in Figure 1.6. To represent partially po-

larized waves, it is necessary to employ stochastic descriptions, which require a larger parameter space

than the five ellipse parameters. One such description is the wave coherency matrix J, obtained as the

average of the outer product of the Jones vector [89, 91]:

J = E[EEH ] (1.23)

Where E is the averaging operator, which strictly seen should be computed over the distribution of the

process generating the fluctuations of the electric field. From the eigenvalue decomposition of this

matrix, the degree of polarization of the wave can be derived:

Dp = λ1 −λ2

λ1 +λ2
(1.24)
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0 < DoP < 1

DoP = 1

DoP = 0

x

y

Figure 1.6: Illustration of the concept of a partially polarized wave. Three situations are depicted. On top, the polarization
ellipse for a fully polarized wave with linear polarization with orientation angle of 45◦ is shown. Its degree of polarization is
1: looking into the direction of propagation, the electric field vector appears to moves along a line. In the middle, a partially
polarized wave with DoP < 1 is shown: here the vector does not move along a line anymore but fluctuates in a circular wedge:
the three arrows represent probable instantaneous direction of the E-field vector. Finally, the bottom drawing shows a fully
unpolarized wave, where the instantaneous electric field can take any direction in the x y plane. This is represented by the
many arrows, showing that the electric field vector at one time can take any possible direction with equal probability.

This parameter is independent on the choice of a basis for the Jones vector and permits to describe a

partially polarized waves as a superposition of a fully polarized wave and a noise contribution, whose
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polarization state at any moment in time is random. Alternatively, the partially polarized wave can be

parameterized as a stochastic mixture of two fully polarized waves of orthogonal polarization states.

From the eigenvalue decomposition, the wave entropy Hw can be derived [89, 91]:

Hw =−
2

∑

i=1

pi log2 pi (1.25)

where pi are the eigenvalues normalized by their sum. This parameter describes the uncertainty of the

wave’s polarization state: zero entropy is observed for a fully polarized wave, while an entropy of one is

measured for a fully unpolarized wave. The wave coherence matrix is linked to the Stokes parameters

representation g which can be expressed as

J = 1

2

[

g0 + g1 g2 − j g3

g2 + j g3 g0 − g1

]

(1.26)

However, notice that for partially polarized waves, the relationship of (1.18), g 0 = g 12+g 2
2+g 2

3 , no longer

holds as an equality and is replaced by an inequality:

g 0 ≥ g 12 + g 2
2 + g 2

3 . (1.27)

Thus, the for partially polarized waves the total received power can be larger than the polarized power,

the additional unpolarized backscatter can be considered "unpolarized noise". Whether the Stokes pa-

rameters or the wave coherence matrix are used, it can be shown that partially polarized waves can be

parameterized with four quantities: three parameters to describe the polarized part and an additional

parameter to quantify the depolarization [91, 104].

Depolarizing Scattering Having studied the properties of partially polarized waves, it is now interest-

ing to investigate their behavior when they interact with a scatterer. Using the definition of the wave

coherence matrix of (1.23) and the scattering matrix S, the wave coherency of the incident wave, Ji is

transformed to Js with [91]:

Js = SJi SH , (1.28)

or, in terms of Stokes vectors:

gs = Mgi . (1.29)

Where the 4× 4 matrix M is the Mueller matrix, which relates the Stokes vector of an incoming wave

with the Stokes vector of the scattered wave [91]. Any scattering matrix S can be expressed as a Mueller

matrix using the following relationship [103, 105]:

M = A
(

S⊗SH
)

A−1,

A =















1 0 0 1

1 0 0 −1

0 1 1 0

0 − j j 0















.
(1.30)
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Such a Mueller matrix is called a Pure Mueller Matrix [105, 106] and does not change the degree of

polarization of the incoming wave.

However, an arbitrary Mueller matrix M does not necessarily correspond to a scattering matrix S; these

matrices correspond to scatterers that depolarize a fully polarized wave, scattering a wave whose degree

of polarization is less than one. These depolarizing scatterers are frequently employed in modeling

scattering interactions with random media, where the polarization state of the backscattered waves

varies over space or time [91].

These depolarizing scattering processes cannot be written as a single pure Mueller matrix,but they can

be expressed as a Sum of Pure Mueller Matrices (SPM) [105]. SPM appear in the description of the scat-

tering of collections of particles or in the formulation of multiple scattering problems [105].

The advantage of the Stokes vector/Mueller matrix representation is that it permits representing par-

tially polarized waves and their scattering in a fully incoherent way: it only requires to measure the re-

ceived powers in different polarization states, but does not require measurement of the relative phases

between different polarization states. It therefore finds widespread applications in optical polarimetry,

where measurement devices are usually non-coherent since the Stokes vector can be measured by in-

serting different polarizing filters into the system’s optical path. Thus, in optical polarimetry, scattering

problems are usually modeled using Mueller matrices.

In contrast to optical systems, in radar remote sensing only the coherent polarimetric scattering matrix

S can be measured. Thus, to describe depolarizing scattering processes the scattering coherency or

scattering covariance matrix C or T is conventionally employed at the place of the Mueller matrix. Both

the covariance and coherency matrices —related by a unitary transform— are derived from the second-

order statistics of the vectorized scattering matrix kP or kL , where the vectorization is made using the

Pauli or the lexicographic basis matrices respectively [91]:

C = E
[

kLkH
L

]

T = E
[

kP kH
P

]

(1.31)

where for reciprocal scattering problems the Pauli scattering vector is kP =
[

S11 +S22 S11 −S22
p

2S12

]T

and the lexicographic vector kL =
[

S11 S12 S22

]T
.

Formally —and in analogy to the approach of (1.23) for the wave coherence— the expectation of (1.31)

should be computed over the distribution of the fluctuations of the scattering matrix. Since polarimet-

ric radar usually only measure a temporal snapshot of the scattering matrix, this average is normally

performed by assuming ergodicity and stationarity of the measured scattering matrices by averaging

the scattering matrices belonging to neighboring pixels, assuming these pixels to be independent real-

izations of the same distributed or extended scatterer [107].

In a fashion similar to the wave coherency matrix, the scattering coherency matrix is a Hermitian, pos-

itive definite matrix, from which a set of stochastic descriptors can be derived. In the backscatter case,

the decomposition of T or C consists of at the most three nonzero eigenvalues and three eigenvectors,

which represent three independent, orthogonal fully polarized scattering vectors. Thus, symmetrical to
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the case of partially polarized waves, any depolarizing, reciprocal backscattering process is represented

as the sum of three fully polarizing scattering mechanisms —that is, scattering matrices— whose power

is given by the eigenvalues:

T =λ1e1eH
1 +λ2e2eH

2 +λ3e3eH
3 . (1.32)

From the eigenvalue spectrum of the coherency2 an entropy parameter can be derived in analogy to the

wave entropy Hw of (1.25) [91, 108]:

H =−
3

∑

i=1

pi log3 pi (1.33)

where pi = λi

λ1+λ2+λ3
is the pseudo-probability of the i -th eigenvalue. A zero entropy implies that the

scattering process is not depolarizing; such a scatterer can be represented with a unique scattering

matrix associated with the only non-zero eigenvector. Likewise, for low entropy a dominant scatter-

ing contribution can be identified and the other two scattering mechanisms can be considered to be

noise, while for an entropy of one, any three orthogonal scattering vectors can be used to describe the

process [109]. The eigenvectors ei obtained from the eigendecomposition of T can be parameterized

as:

ei = e iφi









cosαi

sinαi cosβi e jδi

sinαi sinβi e jγi









. (1.34)

Where φ is the absolute propagation phase.

The angle α is the most important parameter of this representation as it describes the type of scattering

process: it is a roll-invariant parameter [88, 91, 109], that is it is invariant to rotations of the scatterers in

the plane perpendicular to the line of sight. The α parameters is directly related to the scattering type

and has been called a basis-invariant polarimetric phase difference [110], which the range of scattering

mechanism from isotropic odd-bounce scattering (sphere, surface scattering, trhiedral reflections at

α= 0◦ ) to anisotropic dipole scattering (α= 45◦ corresponds to a dipole) to dihedral or helix scattering

(at α = 90◦) [91, 100, 111]. The parameter β is related to the orientation of the scatter along the line of

sight while the two phases δ and γ are target phases, whose physical interpretation is not as straightfor-

ward [112]. By interpreting the eigenvalues as probability of three polarized scattering mechanisms, an

average polarized scattering mechanism can be derived [91, 109], whose average α parameters is given

by:

α= p1α1 +p2α2 +p3α3. (1.35)

This parametrization defines the average or dominant scattering mechanisms, while the entropy in-

dicates how representative this mechanism is. If the entropy is 1, all three scattering mechanisms are

equally probable and α is bound to be 60◦. If the entropy is 0, α together with the other parameters

shown in (1.34) completely parametrizes the scattering mechanism and the coherency matrix directly

corresponds to a scattering matrix and thus represents a non-depolarizing scatter.

2or covariance matrix, as these two matrices are related by a unitary transformation
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POLARIMETRIC RADAR DESIGN AND CALIBRATION

The objective of a coherent polarimetric radar system is the acquisition of the polarimetric scattering

matrix S for every resolution cell it is imaging. This is achieved by transmitting EM waves in two orthog-

onal polarization states and receiving the backscatter in the same states, measuring all four combina-

tions of transmit and receive polarization. The exact choice of transmit and receive polarizations does

not matter in theory, as long as they form an orthogonal basis for the Jones vector. However, vertically

and horizontally polarized antennas or left- and right circularly polarized units are the most commonly

employed because they are technically easier to build. Ideally, all combinations of transmit and receive

polarization states should be measured simultaneously, especially so in the case of acquisitions from

moving platform in order to minimize changes in the response due to target motion or because of vari-

ations in the observation geometry.

Reception of the two orthogonal states is possible by using a dual polarized antenna or two separate

antennas and a system with two receiving channels. Similarly, by employing orthogonally coded se-

quences [113, 114] it would be possible to simultaneously transmit two polarization states and distin-

guish the backscatter caused from these two contributions. However, most polarimetric radar systems

use the simpler approach of transmitting orthogonal polarization states in subsequent pulses while re-

ceiving both orthogonal antennas simultaneously.

Calibration is necessary for all polarimetric radar systems [115]. Any real antenna will not perfectly be

able to radiate waves purely in the desired polarization state and there will be always some radiation

leaked into the orthogonal state; because of reciprocity this applies to both receiving and transmitting

antennas. Secondly the radar electronics and cables can cause additional phase delays and amplitude

imbalances between the orthogonal polarization states in their path from the antenna aperture to the

radar digitizer or from the signal generator to the antennas. Mathematically, these disturbances can be

expressed in the following equation that relates the true scattering matrix S with the scattering matrix O

observed by the radar [116, 117]:

O = RST+n. (1.36)

Where T is the transmission distortion matrix and R is the receiver distortion, accounting for the ampli-

tude imbalances and differences in phase delays between the two orthogonal polarizations caused by

antennas, electronics and cable. Therefore, a complete polarimetric calibration requires the knowledge

of sixteen real parameters or eight complex values. Ideally, by using four known targets with orthog-

onal scattering vectors [118] all sixteen parameters can be estimated. This solution is seldom used in

calibrating real systems and simpler techniques resting on various assumptions, such as azimuthal sym-

metry for distributed targets [116, 119] and tailored to the specific hardware designs are employed [120,

121].

1.2.4 Terrestrial Radar Systems

Most radar remote sensing system currently employed for interferometric and polarimetric applications

are spaceborne and airborne SAR systems. These sensors offer excellent spatial resolution and wide

coverage but are very costly to acquire and operate; they are usually operated by national and interna-
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Figure 1.7: Illustration of the resolution grid for an imaging radar system with a short real or synthetic antenna aperture length
L A : the angular resolution δthet a and the range resolution δr are constant. However, the cross-range distance resolution
δaz –the minimal distance between two point such that one of them is outside of the antenna footprint when the other is
in the middle of the beam– increases with increasing slant range r . This means δaz, f ar > δaz,near ; this produces a grid of
trapezoidal resolution cells. Given a maximum δaz , the swath length where the resolution is better than the chosen threshold
is limited by the aperture length L A . An air- or spaceborne SAR system can overcome this limitation because the synthetic
aperture length can be increased at will. Therefore, the resolution grid for these systems can be assumed to be composed of
squared or rectangular cells.

tional space organizations or large research centers [122–127]. Moreover, these systems only achieve

acquisition repeat times of few minutes in the case of airborne SAR devices and to a few days to SAR

satellites. Long observations series at high temporal resolution —observations that can improve our

understanding of the dynamics of natural processes— are difficult to obtain with these systems.

Terrestrial radar systems3 are a cost-effective alternative to space- and airborne SAR sensors for the

monitoring of fast processes of limited spatial extent. Many of these radars are synthetic aperture de-

vices using a small antenna emitting a wide beam. The antenna is translated on a motorized linear rail

to synthesize a larger aperture [128–133].

A few alternative SAR systems use a similar synthetic aperture approach but prefer to move the antenna

on a circular arm [134–137], which gives a slightly longer synthetic aperture for the same physical as-

sembly size. Historically, the first linear-rail GB-SAR systems were based on a stepped-frequency con-

tinuous wave (SFCW) architecture [128, 129, 138], using a vector network analyzer (VNA) as a radio

frequency interface [10, 129, 134, 135, 139]. In the SFCW method, the bandwidth necessary for range

resolution is obtained by a series of narrowband measurements at different center frequencies: at each

frequency the received signal is integrated in time to increase the signal-to-noise ratio [140]. The inte-

gration increases the total acquisition time and may affect the aperture synthesis quality for vegetation

and other objects affected by winds and other rapid movements or in case of strong variations in the

atmospheric propagation speed [38]. In these cases, the scatterer’s response varies randomly across the

aperture length, consequently they will be poorly focused in the synthetic aperture image. This issue is

largely eliminated by newer system relying on an ad-hoc electronic design with significantly shorter ac-

quisition time [41, 132, 141]. These devices are mostly employing the frequency modulated continuous

wave (FMCW) [142].

A mechanically large antenna aperture, emitting a physically narrow beam is a common alternative to

3frequently also called Terrestrial radar interferometers (TRI) or Ground-based radar or Ground based SAR (GBSAR), although
the latter name should be reserved for systems employing the synthetic aperture principle
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rail-based SAR. In this case, the antenna is rotated around its center with an azimuthal scanner, pro-

ducing two-dimensional radar images where the lateral resolution is given by the antennas’ narrow

beamwidth [25, 143]. Compared to a rail-based SAR of the same length, the angular resolution of a real

aperture system is half as large, but there is no defocusing due to decorrelation during the acquisition

time. Moreover this configuration permits to image a much larger angular extent from a fixed installa-

tion while in order to obtain the same angular coverage with a rail-based SAR the entire rail assembly

should be mechanically rotated.

Unlike space- and airborne SAR sensors, both rail-based and real aperture TRI do not achieve range-

independent azimuth resolution. The images they acquire are in a polar geometry, where the resolu-

tion cells are approximately trapezoidal; their width increases linearly with slant range, as illustrated

by Figure 1.7: the azimuth distance resolution4 worsens with distance. To achieve range-independent

azimuth resolution, the synthetic antenna aperture size should increase with increasing slant range dis-

tances: this condition cannot be met for the entire range swath using the rail lengths —normally a few

meters— typical of rail-based SAR TRIs.

TRIs are used in environmental monitoring and research; some examples of interferometric appli-

cations are estimation the surface flow velocity of glaciers [42, 144–148], monitoring of active land-

slides [38, 149–154], urban subsidence [155], mining-induced subsidence [156], monitoring of dams [157,

158]. A handful of polarimetric TRI were also developed and were used to study the scattering behavior

of vegetation canopies or crops [10, 159–162]. The signal diversity given by polarimetric measurements

has also been employed to improve the spatial sampling of deformation estimates in urban areas with

persistent scatterer methods [41, 163–169].

1.3 RESEARCH OBJECTIVES AND QUESTIONS

Terrestrial radar interferometry is a well-established method for the observation of changes in the nat-

ural environment [23, 24]; in the last decade many TRI systems were developed and used for several ap-

plications. Many of the common radar remote sensing techniques such as radar polarimetry and radar

interferometry can be successfully used with data acquired by such devices. However, they require the

data to be free from undesired effects and disturbances. These effect can be systematic, internal biases

due to the particular device’s design and functioning principle or to natural phenomena other than the

parameter of interest that are affecting the measurement. These undesired contributions require data

processing strategies specifically tailored to the devices design and to the acquisition conditions; they

will be here referred to internal and external calibration respectively.

This thesis is located at the line between science and engineering, considering both the technical as-

pects of data calibration and device characterization for KAPRI [170] —a fully polarimetric Ku-Band TRI

system— and the development and application of interferometric and polarimetric techniques to new

datasets acquired with this device. The dissertation is based on three investigations, reflecting different

parts of the device’s calibration process and different applications.

4But not the angular resolution!
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1.3.1 Investigation #1: Polarimetric Calibration of the Ku-Band Advanced Polarimetric

Radar Interferometer (KAPRI)

This study is focused on the internal calibration of KAPRI, a Ku-Band FMCW polarimetric radar in-

terferometer [170]. The system is based on the Gamma Portable Radar Interferometer (GPRI) II [25,

143], a portable, radar interferometer using 2−m long slotted waveguide antennas [171–174] to provide

sufficient azimuth resolution without resorting to aperture synthesis. While the original system only

acquired vertically polarized data, KAPRI permits to acquire fully polarimetric data by the addition of

horizontally polarized transmitting and receiving antennas. As these units are different in design from

the vertically polarized antennas previously employed, the data processing method had to be adapted

to the different frequency response of the new units that caused geometrical and phase distortion in the

response of point-like scatterers. Moreover, in order to support radar polarimetry, the relative gains and

phasing relationships of these antennas had to be characterized and compensated, in order to acquire

properly calibrated fully polarimetric datasets. This part of the thesis is primarily concerned with the

device’s internal calibration and can be summarized concisely with the following questions:

1. How can the data processing scheme be adapted in order for the radar’s phase and frequency re-

sponse in all polarimetric channels to be free of systematic effects?

2. Can the radar’s polarimetric distortion parameters be estimated? If so, can they be used, together

with the data processing methods mentioned above, to produce properly calibrated polarimetric

imagery?

1.3.2 Investigation #2: Geostatistical Analysis and Mitigation of Atmospheric Phase Screens

in Ku-Band Terrestrial Radar Interferometric Observations of an Alpine Glacier

Zero baseline repeat pass radar interferometry is used to estimate displacements in line of sight with an

accuracy potentially several times better than the radar’s resolution cell size. This is achieved though

interferograms, i.e the phase difference between acquisitions at different instants in time: the phase

measured by a coherent radar is proportional to the total optical path length between radar and tar-

get and back. This quantity corresponds to the integral of the refraction index along the propagation

path; assuming a uniform atmosphere it is directly proportional to twice the distance to the scatterer.

However, because the atmosphere is a dynamic system, local changes in the air pressure and in the wa-

ter vapor distribution cause time-varying inhomogeneities in the atmospheric refraction index. These

changes are seen in the interferograms as low-spatial frequency atmospheric phase screens (APS) whose

magnitude can be as large as the displacement signal. Therefore, for correct displacement estimation

the data needs phase calibration in order to separate the signal of interest from the atmospheric phase.

This calibration is often performed with statistical approaches as these two contributions are known to

have different spatio-temporal behaviors [32]:

The atmosphere is assumed to be spatially correlated and uncorrelated in time [32, 48, 175, 176], while

the displacement is assumed uncorrelated in space and correlated in time. These differences are nor-

mally exploited by combining several acquisitions in a so-called stack and applying spatio-temporal

filters on the stack. However, most methods found in the literature are tailored for the more common
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spaceborne SAR observation case, where the repeat time of acquisitions is in the order of days, where the

acquisition geometry causes the entire atmospheric column to integrated during the observation and

where the geographical extent of the scene is usually very large. The situation in TRI observation can be

markedly different: repeat time as short as a few minutes are possible and in many cases only a small

vertical extent of the total atmospheric column is interposed between sensor and scene. These factor

suggest that the applicability of the commonly employed APS mitigation techniques and especially the

assumption on which they rest are not guaranteed to hold for TRI measurement.

In this investigation, different assumptions regarding the statistical nature of atmospheric phase screens

in terrestrial radar interferometry are investigated. In particular, three questions are addressed:

1. Can a multiple regression model be used to explain the phase variance caused by the APS?

2. Are the spatio-temporal statistics of the APS in Ku-Band TRI separable? Can the covariance of the

APS at any two points in space and time be factored in a purely temporal and a purely spatial

covariance?

3. Can the regression model and the spatio-temporal statistics be used to extrapolate the APS from a

set of scatterers known not to be affected by displacement? Can the temporal covariance model be

used to improve the correction of the APS?

The first aspect relates to an assumption frequently made in TRI data analysis where the APS is assumed

to be homogeneous or stratified, situations that can be modeled with multiple linear regression [36–42].

The second point is particularly important: in cases where the displacement is spatially limited to a

known area, observations from a set of stable scatterers known not to be displacing can be used to

extrapolate the APS at any location using a statistical interpolator such as regression-Kriging [177, 178]

exploiting both the stratification model and the spatial correlation structure.

If the spatial statistics do not depend on time a single covariance function can be used for the entire

time-series; this can be followed by a separate correction of the effect of the residual, temporally corre-

lated APS in the form of a generalized least squares [179, 180] estimation of the displacement rate, which

does not need to consider the spatial correlation induced by the APS because its effect was corrected by

the spatial interpolator, reducing the computational cost of the APS compensation.

1.3.3 Investigation #3: Polarimetric Analysis of Natural Terrain Observed With a Ku-Band

Terrestrial Radar

This investigation is focused on the polarimetric response of natural surface observed with a Ku-Band

polarimetric terrestrial radar. Radar polarimetry has been applied to a variety of environmental moni-

toring tasks, such as land cover classification, the estimation of vegetation properties and the inversion

of structural and dielectric properties of snow and ice. These investigations were mostly performed

using two different types of polarimetric radar, widely different in their spatial coverage and imaging

capability. On the one side of the spectrum are air- and spaceborne SAR systems, which offer excellent

coverage and resolution at high cost and lower temporal resolution, limited by the need of the sensor

to overfly again on the same location, making them ideal for large scale investigations of phenomena
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whose temporal dynamics are in the order of days at best. On the other extreme are portable polari-

metric scatterometers [140, 181–183]: these devices usually have a poor spatial resolution and a small

footprint but are relatively cheap and permit frequent acquisitions on a specific target, such as indi-

vidual trees, crops or parts of a snow pack, making them ideal for controlled experiments or long term

monitoring of natural processes of limited spatial extents. Between these two extremes sit polarimet-

ric terrestrial radars, that can achieve a better spatial resolution than scatterometers at a much lower

cost than air- and spaceborne SAR systems. However, unlike the latter sensors, which usually operate

at wavelength between L- and X-Band, engineering constraints —primarily the limited real or synthetic

aperture size— force most of these devices to operate at the higher end of the microwave spectrum, at

X- or Ku-band, with wavelengths between 3cm and 1.5cm. Because these systems are historically newer

compared to air- and spaceborne SAR devices, the polarimetric scattering response of natural surfaces

at these wavelengths is not as well characterized as it is for the longer wavelengths employed by the

latter.

This investigation aims at improving the understanding the polarimetric scattering behavior of natural

surfaces at Ku-band by analyzing two datasets acquired over a glacier and in a mixed use urban and

agricultural area. The goal of the analysis can be expressed with these questions:

1. How do natural surfaces scatter polarized electromagnetic waves at Ku-Band?

2. How to explain the high polarimetric entropy observed for most natural surfaces at Ku-Band?

These questions are important to assess the applicability of the commonly employed polarimetric scat-

tering models –and of the environmental parameter estimation methods derived therefrom– to Ku-

band terrestrial radar data, since the majority of these models were developed using air- and space-

borne polarimetric data acquired at longer wavelengths. This study requires an empirical analysis of

the polarimetric signatures of common land cover types; as a consequence of the observed overall high

polarimetric entropy, the second of the above points needs to be addressed. The second point of in-

terest is to obtain a better understanding of the mechanisms behind the observed high Cloude-Pottier

entropy: this question is closely related to the first point as a high entropy means that the polarimetric

measurements are less informative. In this case, the data is not useful for classification or to extract

environmental parameters.

1.4 STRUCTURE OF THE DISSERTATION

This thesis is based on three studies, whose results were either published or submitted for publication

in a peer-reviewed journal. They are presented in the order given by the above outlines in chapter 2,

chapter 3 and chapter 4. Finally, in chapter 5 the findings and conclusions of these investigations are

discussed.
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POLARIMETRIC CALIBRATION OF THE

KU-BAND ADVANCED POLARIMETRIC RADAR

INTERFEROMETER (KAPRI)

This chapter is a post-print version of a peer reviewed journal article that was published as:

S. Baffelli, O. Frey, C. Werner, and I. Hajnsek, “Polarimetric calibration of the Ku-band advanced polari-

metric radar interferometer”, IEEE Transactions on Geoscience and Remote Sensing, vol. 56, pp. 1–17,

Apr. 2018. DOI: ✶✵✳✶✶✵✾✴t❣rs✳✷✵✶✼✳✷✼✼✽✵✹✾

It differs from the published version in formatting and typsetting. A final list of errata is included.

Differential interferometry using ground-based radar systems permits to monitor displacements in nat-

ural terrain with high flexibility in location, time of acquisition and revisit time. In combination with

polarimetric imaging, discrimination of different scattering mechanisms present in a resolution cell can

be obtained simultaneously with the estimation of surface displacement. In this paper we present the pre-

processing steps and the calibration procedure required to produce high-quality calibrated polarimetric

single-look complex imagery with KAPRI, a new portable Ku-band polarimetric radar interferometer. The

processing of KAPRI data into single look complex images is addressed, including the correction of beam

squint and of azimuthal phase variations. A polarimetric calibration model adapted to the acquisition

mode is presented and used to produce calibrated polarimetric covariance matrix data. The methods are

validated by means of a scene containing five trihedral corner reflectors. Data preprocessing is assessed

by analyzing the oversampled response of a corner reflector and the polarimetric calibration quality is

verified by computing polarimetric signatures and residual calibration parameters.
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2.1 INTRODUCTION

Differential radar interferometry [2–5] is widely used to monitor and study changes in the natural and

built environment. The ability to measure the line-of-sight component of movements over large areas

makes it suitable for many applications. Some examples are the estimation of subsidence rate associ-

ated with temporal changes in the water table of aquifers, oil and gas extraction, deep mining and tunnel

excavation [6–8], the monitoring of inflation/deflation connected to volcanic activity [9], the mapping

of ice sheet and glacier motion [10, 11] , the observation of instable slopes in rugged natural terrain and

open pit mines [12, 13] and the measurement of seismic displacements [14, 15].

Fully polarimetric radar data provides additional information on the scattering mechanism within each

resolution cell, which is employed for classification of the surface cover [16, 17], to extract geophysical

parameters such as moisture content [18], to estimate the orientation of the vegetation canopy [19] or

the height of fresh snow [20].

The availability of polarimetric information in addition to the interferometric time series allows to com-

bine the scattering matrix and the interferometric coherence to better characterize the natural pro-

cesses observed with the radar: a salient example being coherence optimization, where the scattering

mechanism providing the best coherence and thus the least noisy phase measurement is selected [21,

22].

Spaceborne SAR systems, such as ERS-1 and 2, Envisat/ASAR, TerraSAR-X, Sentinel 1-A/1-B, Radarsat-1

and 2 and ALOS, ALOS 2, Cosmo SkyMed, have been an important data source to build up interfer-

ometric time series for displacement measurements — sometimes spanning over many years. These

platforms are convenient in that they offer a large coverage in a single pass. However, the revisit time

of these system is limited to few hours at best. In many cases, to better understand the dynamics of

natural processes and for real-time surveillance and alarming, a denser temporal sampling over longer

time spans and other observation geometries are desired than the ones afforded by current spaceborne

radar earth observation systems.

2.1.1 State of the Art

Today, several ground-based radar systems are available, operating in C [23–25], X [26, 27] or Ku band [23,

24, 28, 29]. The majority of these systems are based on aperture synthesis, using a moving antenna on

a rail. An alternative imaging approach is to scan a fan beam by rotating a large antenna [28, 30]. This

imaging method has been called type II in [31]. This configuration has certain advantages over ground-

based synthetic aperture systems [32] of comparable rail length:

1. Azimuth samples are acquired independently and do not require focusing, eliminating defocusing

and loss of coherence caused by moving targets and atmospheric phase screens during aperture

time. These changes may adversely affect the coherence of the scene over the aperture length and

will worsen the azimuth resolution. This is especially problematic for the analysis of coherent

targets.
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2. A large angular section of up to 270◦ can be imaged in a single pass. This is more difficult to obtain

using a rail-based SAR.

An important advantage of rail-based SAR systems is the better azimuth resolution: a SAR using a rail of

length L will have an angular resolution of:

θS AR
3dB = λ

2L
, (2.1)

while an antenna with physical aperture size L has an azimuth 3dB resolution of:

θR AR
3dB = λ

L
. (2.2)

The majority of polarimetric ground-based radar systems is based on the aperture synthesis principle.

An indoor system is presented in [33] followed by a portable outdoors version [34]. A broadband polari-

metric SAR system with two dimensional aperture synthesis is introduced in [35], with measurement

results presented in [36]. Another example of a synthetic aperture system is described in [26, 27, 37–39].

Examples of ground-based polarimetric SAR data at X and C band are shown in [25, 40].

A dual polarization, multiband GB-SAR system is used in [41] to produce tomograms of snow covered

sea ice. A similar concept is used in [42, 43] to produce tomographic profiles of a snow pack by synthe-

sizing an aperture in the elevation direction.

Excluding non-imaging devices such as ground-based scatterometers, only few real aperture polari-

metric ground-based radars exist, one example being the C-band version of the Gamma portable radar

interferometer (GPRI) [44].

2.1.2 KAPRI: Real Aperture Polarimetric FMCW Radar

This paper introduces KAPRI, the Ku-band advanced polarimetric radar interferometer (KAPRI)[45]. It

is an extension of the GPRI (Gamma Portable Radar Interferometer) [28, 30, 46], a real-aperture radar

interferometer operating in Ku-band at 17.2 GHz. It is designed to monitor unstable slopes using zero

baseline differential interferometry [3]; two antennas arranged along a spatial baseline and a dual chan-

nel receiver permit to acquire digital elevation models.

The GPRI employs 2-m-long, vertically polarized slotted waveguide antennas, giving the system a 3-dB

azimuth beamwidth of 0.385◦ and a 3-dB elevation beamwidth of 35◦.

The feature distinguishing KAPRI and GPRI is the addition of horizontally polarized antennas and

switches that permit to connect transmitter and receiver to either type of antenna. Together with mod-

ifications in the control software, they enable it to acquire a full polarimetric-interferometric dataset

by cycling through all the combinations of transmitted and received polarization during the acquisi-

tion.

In Table 2.1 the main hardware characteristics of KAPRI are summarized.



46 CHAPTER 2. POLARIMETRIC CALIBRATION OF KAPRI

Parameter Value

Modulation FM-CW (250µs to 16ms chirp duration)
Center frequency 17.2GHz
Bandwidth 200MHz
Range resolution 0.95m 3dB resolution @ −26dB peak sidelobe ratio (PSLR)
Azimuth 3dB beamwidth 0.385◦

Elevation 3dB beamwidth 35◦

Polarization fully polarimetric, selectable TX and RX polarization

Table 2.1: Summary of main KAPRIs parameters.

2.1.3 Contributions of This Paper

The following contributions are made in this paper:

1. Preprocessing methods adapted to KAPRIs’ hardware are presented, that can be used to generate

correct singe look complex (SLC) images from the acquired raw data.

2. A polarimetric calibration model adapted to the system design of KAPRI is presented. It includes

the correction of effects caused by different designs of vertical and horizontal polarized antennas

and the presence of spatial baselines between their phase centers.

3. The proposed processing and calibration approaches are validated by analyzing the response of

trihedral corner reflectors in a specifically acquired dataset.

2.1.4 Outline

Section 2.2.1 presents the methods employed to process the raw data into range compressed SLC. This

part includes a derivation of the frequency modulated continuous wave (FMCW) signal model and of

the acquisition geometry that will be used throughout the rest of this paper. subsection 2.2.2 deals

with the correction of frequency-dependent beam squint due to the slotted waveguide antenna design.

These two sections describe the parts of the processing that are common to both KAPRI and GPRI.

The quality of the processing is evaluated in subsection 2.3.1 by plotting the oversampled phase and

amplitude response of trihedral corner reflectors, where significant range resolution improvements are

observed by applying the described squint compensation procedure.

After this step, the range compressed, frequency-squint corrected data still show a residual azimuth

phase variation, especially in the VV channel where a linear variation of almost 30◦ is observed for

samples inside the antenna beamwidth. This effect is modeled in subsection 2.2.3 as a change in dis-

tance between the antennas phase center and the scatterers caused by the rotation of the antenna. A

method to correct it is proposed and tested in subsection 2.3.2 on an array of five trihedral corner re-

flectors.

An azimuthal shift between the HH and the VV channel is observed on the response of point targets

along with the phase variation; it is ascribed to misaligned antenna patterns. If left uncorrected, it

would cause a reduced power and decreased signal-to-noise-ratio (SNR) for cross-polar measurements.
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To remove it, modified antenna mounts that permit to mechanically shifting the antennas mainlobe

were manufactured. They are tested in subsection 2.3.3 by analyzing the response of a cross-polarizing

dihedral reflector acquired with different antenna mounting settings.

A final step is required before polarimetric calibration: since KAPRI employs separate antennas for each

transmit and receive polarization, spatial baselines are obtained between certain combinations of chan-

nels. These baselines add a topographic contribution to the polarimetric phase differences. In subsec-

tion 2.2.5 a method is derived to estimate this contribution using an interferogram obtained from two

identically polarized channel on a baseline and rescaled to the undesired polarimetric baseline. Its va-

lidity is verified by analyzing the resulting HH-VV phase difference in subsection 2.3.4.

In subsection 2.2.6 the polarimetric calibration is discussed. A linear distortion model without crosstalk

is assumed; the copolar phase and amplitude imbalances are estimated using a trihedral corner reflec-

tor, while the imbalance between the crosspolar channel is determined using the HV-VH phase differ-

ence over distributed scatterers assuming reciprocity. The plausibility of zero cross-talk is assessed by

computing the polarization purity of all the trihedral reflectors in the calibration dataset, showing a

purity better than 35dB at worst.

Finally, in subsection 2.3.5 the quality of data calibration is assessed by computing polarization sig-

natures for the trihedral corner reflectors and by estimating calibration model residuals on the corner

reflector array.

2.2 METHODS AND DATA

2.2.1 KAPRI: FMCW Radar Signal Model

A fundamental requirement to generate calibrated polarimetric data is the availability of properly pro-

cessed SLC images for all elements of the polarimetric scattering matrix. To process them, it is neces-

sary to understand the data acquisition and correct several effects specific to KAPRI. For this purpose

a signal model for type II [31] radar data using the deramp-on-receive FMCW architecture [47] is intro-

duced.

Consider a coordinate system having its origin at the location of a radar, as depicted in Figure 2.1. In this

system the antenna is mounted on a lever arm of length Lar m ; its mainlobe is parallel to the x axis when

the pointing angle θ is 0. The radar images a scene with a complex reflectivity distribution σ
(

x, y
)

by

measuring range profiles σ̂ (R,θ) for a number of antenna azimuths angles θ = arctan
( y

x

)

by rotating the

antenna assembly with angular speed ω. Each profile is measured by transmitting a linearly modulated

signal of duration τ with bandwidth B and center frequency fc :

st (t ) = e j 2π
(

t fc+ γ

2 t 2
)

. (2.3)

with γ= B
τ . The backscattered signal sr for a scatterer at range R is st delayed by 2R

c
and scaled by σ, the

complex reflectivity of the scatterer.

sr (t ) =σe
j 2π

(

(

t− 2R
c

)

fc+ γ

2

(

t− 2R
c

)2
)

. (2.4)
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Figure 2.1: Geometrical description of the displaced phase center with all relevant parameters, as used in subsection 2.2.3. R

is the slant range from the radar to the point scatterer, Lph is the phase center displacement, Lw g the length of the antenna,
Lar m is the antenna rotation lever arm, R0 the range of closest approach and α the additional rotation angle necessary to
obtain closest approach when the phase center is not in the midpoint of the antenna but the rotation angle is measured
assuming Lph = 0.

In the radar, sr is mixed with the transmitted chirp st to remove the linear modulation, resulting in a

deramped signal sd which is sampled and stored:

sd (t ) = st (t )∗ sr (t ) =

σe j 4π R
λ e j 2π fb t e

− j 4π R2γ

c2 .
(2.5)

The deramped signal consist of a phase term with beat frequency fb = 2Rγ
c

which is proportional to the

slant range R. In addition, the deramped signal contains the following two phase terms:

e j 4π R
λ —where λ = c

fc
is the wavelength—is the two way propagation phase, the quantity of interest for

interferometric measurements. e
− j 4π R2γ

c2 is proportional to the squared distance, is named "residual

video phase" and has to be compensated for in SAR processing. Although KAPRI is a real-aperture

system, an azimuth processing step is required to correct a residual azimuth phase ramp, as described

in subsection 2.2.3. However, in this case the variation of R2B during the aperture length is much smaller

than c2 and the residual video term can be assumed to be zero.

From (2.5) an by the linearity of the Fourier transform, it follows that the range profile σ̂ (R,θ) of a col-

lection of scatterers with complex reflectivity σi at ranges Ri can be estimated by the Fourier transform

of sd (t ).

Using a bandwidth of 200MHz, the theoretical range resolution for KAPRI is 0.75m [46]; the effective
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range resolution is observed to be lower because a Kaiser window is applied to the data before the

Fourier transform to mitigate range sidelobes.

To obtain 2-D images, range profiles are acquired while the antenna is rotated with angular velocity ω.

In this case, the deramped signal for a point target at R,θt is:

sd (t ,θ) =σe j 2π fb t

e j 4π R
λ e

− j 4π γR2

c2 P (θ−θt ) ,
(2.6)

where t is the fast time, θ = nωτ is the azimuth scan angle and P (θ) describes the two-way antenna

pattern with beamwidth:

θ3dB = λ

Lw g
, (2.7)

where Lw g is the size of the antenna aperture and λ is the wavelength employed. If the rotation speed

is chosen such that ωτ ≪ θ3dB , the acquisition is oversampled in azimuth; several range profiles are

samples of the same target. Their average in slow time —called azimuth presum or decimation— pro-

duces measurements with an increased signal to noise ratio, assuming all range profile to be affected by

a white noise process.

Due to diffraction, the radiation beam emitted by the antenna broadens linearly with increasing dis-

tance; consequently the spatial resolution in cross-range δaz increases with distance:

δaz =
Rλ

Lw g
, (2.8)

2.2.2 Beam Squint Correction

To obtain the desired cross-range resolution at the distances of interest a sufficiently narrow antenna

beamwidth is required. To do so, KAPRI employs 2m-long slotted waveguide antennas [48, 49]. They are

constructed by cutting slots resonating at the design frequency in a section of rectangular waveguide.

When the slots are appropriately spaced the fields emitted by the cuts combine in phase, producing a

narrow beam in the desired direction.

Two types of slotted waveguide antenna exist [50]: the resonant and the traveling wave design. The sec-

ond type has been chosen because it can be operated with a larger bandwidth; achieving a finer range

resolution. The main drawback of this antenna design is its frequency-dependent beam squint: when

it is operated at frequencies differing from the design value, the phase differences at the slots change;

altering the direction of the mainlobe. When a chirped signal is transmitted, the mainlobe direction

continuously changes during the pulse. This effect has been used for imaging radars where a mechani-

cal antenna rotation would not be possible [51–54]. In the case of KAPRI the beam squint is undesired:

the large angular deviation relative to the beamwidth causes the mainlobe to be centered on a scatterer

during a fraction of tchi r p only, decreasing the effective transmitted bandwidth and worsening the range

resolution.

In dechirped data acquired with sufficient levels of azimuth oversampling, the effect of beam squint is
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(a) (b)

Figure 2.2: (a) Illustration of the frequency-dependent pointing direction θsq of the main lobe of the slotted waveguide anten-
nas of KAPRI. The response at different chirp frequencies is represented by the colors of the mainlobes; they correspond to
the increasing chirp frequencies as they are represented by the inset plot. The corresponding waveguide wavelengths are dis-

played underneath the antenna. For the design wavelength λ
desi g n
g , the antenna mainlobe points at the antenna broadside.

(b) The plots represent the time domain envelope of a point target as a function of chirp time t (y-axis) and slow time nτ= θ
ω

(x-axis). The y-axis is proportional to the transmitted frequency, the x-axis to the rotation angle of the antenna. If the an-
tennas mainlobe would not change its direction during the chirp, a beat signal as shown in the bottom would be obtained.
It would have a frequency proportional to the range and would cover the slow time extent where the objects stays within the
beamwidth. In the case when the mainlobe changes direction with frequency, the response is skewed because the target is only
illuminated at the moment when the mechanical and the electrical antenna pointing direction match, causing its response
to occupy several azimuth cells. After range compression, obtained with a Fourier transform along the t axis, the frequency-
dependent antenna pointing would cause a loss of range resolution because only a fraction of the transmitted bandwidth
would be used for each azimuth bin. To correct this effect, the data is interpolated in the time domain in order to reconstruct
the full bandwidth by combining the subsequent sub-bandwidths that are obtained at different mechanical pointing angle.
This correction requires sufficient azimuth oversampling, which is achieved by slow rotation of the antennas w.r.t the chirp
duration.

visible as skewed point target responses, as illustrated in Figure 2.2. During the chirp, the target is only

at the center of the beamwidth when the antenna rotation angle matches the beam squint angle. The

availability of raw data oversampled in azimuth is key to mitigate the effect of the beam squint:

For each chirp frequency f , the data at the corresponding fast time t f = f − fc

γ is shifted by the opposite

of the squint angle using a bilinear interpolator. The amount of shift is predicted by:

θsq = sin−1

(

λ

λgi j

+ kλ

s

)

, (2.9)

where λg i j
is the wavelength for the i j -TE mode of the waveguide, λ is the free space wavelength, s is

the element spacing and k is the mode number. In this case, the waveguide mode used is T E01 and k = 0

is assumed because all the slots must have the same phase [55] to direct the main beam at the antenna

broadside.

Instead of using the above expression, a linear approximation for the squint relative to the pointing
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direction at the design frequency fc is used to process KAPRI data:

θsq −θ
fc

sq = a f . (2.10)

The equivalent shift to apply at each range line ir in number of azimuth samples iθ is given by:

iθ =
aγ

ω
ir (2.11)

The linearized expression is necessary because the antenna patterns measurements at different fre-

quencies provided by the manufacturer suggest that the vertically and the horizontally polarized units

have different frequency dependent squint behaviors. Because the design information necessary to use

the above exact expression for the squint is not available, a data-driven method is be used for the cor-

rection of the beam squint.

To estimate the squint rate a, the response of a strong point-like target is extracted from the data by win-

dowing it in range and converting it back in the fast time domain with a Fourier transform; its envelope

is then extracted with a discrete Hilbert transform. For each frequency the peak is located and stored in

a vector from which an estimate of a is obtained by fitting (2.10).

To correct the frequency-dependent beam squint the azimuth sample spacing must be smaller than the

antenna beamwidth: this permits to reconstruct the full bandwidth illumination of each scatterer by

combining chirp samples acquired at subsequent azimuth positions.

After correcting the beam squint, azimuth presumming can be applied if desired to reduce the data size

and increase SNR.

Then, an Hann window is applied to the first and last z samples of the raw data sd to mitigate the tran-

sient signal caused by the abrupt change in frequency due to the repetition of the chirp and the end

of each pulse. A Kaiser window is applied to reduce range processing sidelobes that are caused by the

finite bandwidth. Finally, a fast time Fourier transform performs the range compression to obtain the

SLC image σ̂ (R,θ).

Each range line of the SLC is then multiplied by
p

R3 to compensate for the power spreading loss. In this

manner, the intensity of the SLC data is directly proportional to the radar brightness β0[56].

2.2.3 Azimuth Processing

In the case of KAPRI, the correction of frequency-dependent squint as described in the preceding sec-

tion is not sufficient to produce correct SLC data: a strong residual azimuth phase is observed on the

response of point-like scatterers, especially in the VV channel. This phase contribution is problematic

for two reasons:

1. Because the azimuth samples have differing phases it reduce the amplitude and the SNR after

azimuth presumming.

2. Since each polarization displays a different ramp, the coherence magnitude of polarimetric phase

differences will be reduced and the resulting coherence phase will be affected by a residual phase
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variation. For example, if the HH-VV phase is needed for calibration in the method described

in subsection 2.2.6 and the azimuth variation is not taken into account, the additional phase will

results in incorrect calibration parameters.

The azimuthal phase variation arises from the rotational acquisition: the antennas are mounted with

an offset Lar m from their center of rotation, as shown in Figure 2.1. Therefore, during the rotation the

distance from the phase center to a scatterer varies with the azimuth position, changing the propagation

phase accordingly [57]. If the variation in distance is larger than the range resolution, the target will

move though several range cells as a function of azimuth position, in analogy to range cell migration in

SAR systems. In the case of KAPRI the variation in distance is two orders of magnitude smaller than the

range resolution and will only visibly affect the phase of the signal.

To model the change in phase, consider the radar acquisition geometry depicted in Figure 2.1:

The antennas are mounted on a lever arm offset by Lar m from the center of rotation. Their phase cen-

ters have an horizontal displacement Lph from the lever arm attachment. A point target is considered,

located at the range of closest approach R0, obtained when the phase center, the target and the lever

arm are aligned. For a incremental rotation θr from the angle of closest approach, the relative phase

variation, is:

φscan = 4π

λ
(R0 −R (θr )) (2.12)

where R is the effective distance between the point target and the phase center, computed with the law

of cosines on the green triangle of Figure 2.1 with the included angle θr , one side Lant =
√

L2
ar m +L2

ph

and the other c = Lant +R0:

R (θr ) =
√

c2 +L2
ant −2cLant cos(θr −α). (2.13)

Lant is interpreted as the equivalent lever arm of an antenna without the horizontal phase center shift

that would produce the same phase variation as a system with a nonzero Lph .

The function is shifted by the angle α = arctan
(

Lph

Lar m

)

that describes the additional rotation needed for

an antenna with nonzero Lph to be at closest approach. This shift is necessary because the azimuth

angle is measured assuming a zero Lph : the reading given by the angle encoder does not correspond to

the angular position of the phase center.

The complete characterization of the phase ramp requires the knowledge of the antenna phase center

displacement Lph . Normally, it is assumed that the phase center is at the midpoint of the antenna.

However, when the experimental data was analyzed using this assumption (which implies Lant = Lar m),

(2.13) failed to model the observed azimuth phase variation and possibility of a displaced antenna phase

center was included. This displacement is used to describe physical differences in the antennas, which

could explain the larger azimuth phase in the VV channel.

Lph is estimated using the measured phase of a point target by minimizing the squared distance with

the phase simulated according to (2.13).

L̂ph = argmax
(Lph ,φo f f )

||φmeas −φscan ||2, (2.14)
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where φsi m =φscan +φo f f is the simulated phase with an additional offset that accounts for noise and

the intrinsic scattering phase and the system.

When Lph is known, the azimuth phase variation is corrected in the range compressed data σ̂ by con-

volution of each range Ri with the phase of (2.13) used as a matched filter:

σ̂cor r (Ri ,θ) =

θi nt
2

∫

− θi nt
2

e−  4π
λ

R(θ−θ′,Ri )

σ̂
(

Ri ,θ′
)

dθ′.

(2.15)

This expression replaces the azimuth presum described in subsection 2.2.1: the samples are now av-

eraged with an appropriate phase factor; this combines SNR improvement and the correction of the

azimuth trend in a single step. Because the model only describes the variation of the phase relative

to closest approach R0, the absolute phase is preserved; this is very important for interferometry and

polarimetry.

The procedure is similar to azimuth focusing of synthetic aperture data, where the cross-range resolu-

tion is obtained by the integration of the data in the azimuth-time direction. However, in the case of

real aperture systems the resolution is limited by the physical antenna beamwidth and the response of

a target occupies a single azimuth sample; unless the data is oversampled. In the first case, integrating

the data in azimuth degrades the resolution because samples that do represent the same scatterer are

combined.

To correct the phase variation without an excessive increase in azimuth resolution, the integration is

limited to a window of size θi nt . The optimal trade-off is empirically determined to be 0.6◦, slightly

larger than θ3dB .

2.2.4 Antenna Pattern Misalignment

By analyzing the response of a strong point-like target a significant azimuth shift between the HH and

the VV channels was observed, corresponding to an azimuth pattern mispointing of 0.2◦, almost half of

the antenna beamwidth. The misalignment is particularly problematic for cross-polar measurements:

the transmitting and receiving patterns are not aligned. Using the available pattern information a power

loss of approx 2.5 dB compared to the ideal case is predicted. This loss reduces the SNR for the cross-

polar channels, leading to noisier measurements.

While the offset between copolar channels can be corrected by coregistration, no a posteriori method

can compensate the SNR loss in the cross-polar measurements.

To realign the patterns, an adjustable antenna mount was manufactured by replacing one of two hinges

where the antennas are fixed on the tower (see Figure 2.3) with an adjustable bracket that allows to slide

the antenna back and forth on the one side, obtaining the effect of rotating it around the center. Based

on the size of the antenna mounting bracket and on the amount of misalignment, it was determined
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that the horizontally polarized antennas need to be shifted by 1.8mm to align the antenna patterns.

Figure 2.3: Illustration of the adjustable antenna mount allowing to shift the patterns to bring the H and the V antennas into
alignment. The left bracket can be slid towards the front, allowing the antenna to pivot on the right hinge. For small shifts, this
movement approximates a rotation around the center of the antenna tower, as depicted by the blue antenna pattern.

2.2.5 Removal of Topographic Phase

The next step on the way to calibrated polarimetric data requires a brief review of KAPRIs’ antenna

configuration, depicted in Figure 2.4:

Six antennas are mounted on a supporting structure connected to the rotary scanner. Of these, two are

transmitting antennas, one for each polarization. The remaining four are connected in pairs through

switches to the receivers; each pair composed of an horizontally and a vertically polarized unit. This

configuration permits to acquire full polarimetric dataset by selecting the desired antennas for the

transmitter and for each receiver separately. This arrangement ensures a low level of polarimetric

crosstalk because only one combination is acquired at each time and the antennas are physically sep-

arated. Additionally, the separation of transmitting and receiving antennas increases the transmit-

receive isolation, a fundamental requirement for FMCW performance [46, 47, 58]. The disadvantage

of this configuration is that certain combinations of channels i and j will be separated by a baseline:

These antennas can be replaced by an equivalent antenna located at the midpoint between transmitter

and receiver [38]. For the combinations of polarizations i and j where the equivalent phase centers

are separated by a baseline b
eq

i j
, the polarimetric phase difference φi j will contain an interferometric

contribution:

φi j =φ
pol

i j
+φ

pr op

i j
. (2.16)

This term appears as topographic fringes in the polarimetric phase difference. It will complicate cali-

bration by adding an additional phase contribution unrelated to the polarimetric properties of the scat-

terer.
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Figure 2.4: KAPRI radar during a field test. The antenna arrangement used in this paper is overlaid. The blue and red dots
represent the equivalent phase centers for the HH and VV channels from the top receiver. The bottom blue dot on the right
represents the one for the lower HH channel, which is used in conjunction with the upper HH phase center to estimate the
topographic phase contribution.

To obtain correct phase differences the topographic contribution can be estimated by considering two

additional channel k and l acquired with a non-zero baseline b
eq

kl
and with the same polarization, where

φ
pol

kl
= 0. In this case, the propagation phase difference can be approximated as a function of the local

incidence angle and of the perpendicular baseline separating the phase centers:

φ
pr op

kl
= 4π

λ
b

eq

kl
sin(θl

kl −αbl
kl ) (2.17)

where αbl
kl

is the baseline angle with respect to to the vertical, the look angle θl is the angle between

the line of sight vector and the vertical, b
eq

kl
is the perpendicular baseline between the equivalent phase

centers. Then φ
pr op

i j
can be estimated from φkl if the look vector elevation angle and the baseline ori-

entation do not significantly change from kl to i j , i.e if θl
i j
−αbl

i j
≈ θl

kl
−αbl

kl
.

φ̂
pr op

i j
=

b
eq

i j

b
eq

kl

φkl . (2.18)

if the ratio of the baselines is not integer [59] phase unwrapping of φ
pr op

kl
is required before rescal-

ing.

To correct all combinations that have a non-zero baseline, the measured scattering matrix S is converted

into a covariance matrix C; then φ̂
pr op

i j
is subtracted from the phase of every non-diagonal element i j

where b
eq

i j
6= 0. The result is a terrain flattened covariance matrix where the phase of off-diagonal ele-

ments only contains polarimetric contributions, possibly affected by an offset that needs compensation

in the polarimetric calibration.
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2.2.6 Polarimetric Calibration

The polarimetric calibration is based on the covariance matrix corrected above; the procedure is based

on the linear distortion matrix model [60, 61] relating the observed scattering matrix S′ with the theo-

retical S:

S′ = RST. (2.19)

The same can be restated for polarimetric covariance matrices C = SSH :

C′ = DCDH (2.20)

where D is the Kronecker product of R and T, the matrices that describe the phase and amplitude im-

balances and crosstalk in reception and transmission.

In the case of KAPRI, crosstalk calibration is not considered: the radar has a good polarization isolation,

largely because only one polarization is acquired at a time by selecting the appropriate combination

of transmitting and receiving antennas. The only source of crosstalk is the presence of cross-polarized

antenna sidelobes in the direction of the antenna mainlobe. The manufacturer has provided simulated

radiation patterns for the horizontally polarized antennas, where the isolation between the co and the

cross-polarized pattern in the mainlobe direction is observed to be better than 60dB. Additionally, by

computing the VV-HV ratio of the oversampled response of a trihedral corner reflector, the polarization

purity of the system was estimated to be better than 35dB in the worst case.

Under the assumption of negligible crosstalk, the distortion matrices are:

R = A

[

1 0

0 f /g e iφr

]

,

T = A

[

1 0

0 f g e iφt

]
(2.21)

where f is the one-way copolar amplitude imbalance relative to the H polarization, and g the amplitude

imbalance of the crosspolarized channels. φt =φt ,h −φt ,v is the phase offset between the polarizations

when transmitting, φr = φr,h −φr,v is the phase offset in reception and A is the absolute amplitude

calibration parameter [62, 63].

The four complex parameters in D can be estimated using a trihedral corner reflector and a reciprocal

scatterer with a significant cross polarized contribution [38, 64].

The copolar amplitude imbalance f is estimated by the ratio of C ′
H H H H and C ′

V V V V :

f =
(

C ′
V V V V

C ′
H H H H

)

1
4

. (2.22)

The copolar phase imbalance φr +φt is estimated from the phase of C ′
V V H H :

φr +φt = arg
(

C ′
V V H H

)

. (2.23)
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Both parameters are estimated on the oversampled response of a corner reflector. In [63], a polynomial

model for the copolar calibration parameters is used, that links the imbalances to the incidence angle.

In that case, the estimate are performed using an array of corner reflectors covering a large range of

incidence angles. In the case of this paper, such an array is not available and a simplified calibration

model is used, assuming the copolar parameters to be independent of incidence angle.

Because of the difficulty of placing and correctly orienting a cross-polarizing target such as a 45◦ dihe-

dral, the estimation of g and φt −φr is based on the assumption that most pixels in the data represent

reciprocal scatterers:

g = 〈
C ′

HV HV

C ′
V HV H

〉
1
4

(2.24)

and

φt −φr = arg
(

〈C ′
V V HV 〉

)

(2.25)

where the bracket indicates averages over all pixels. Finally, calibrated covariance matrices are obtained

by inverting (2.20) using the estimated D.

If radiometric calibration is desired, the value of A can be determined after imbalance correction from

the ratio of the expected and the measured radar cross section (RCS).

A =
(

σtr i

C ′
H H H H

R3
tr i

) 1
2

(2.26)

where Rtr i is the slant range to the trihedral corner reflector. This is necessary to remove the range

spread loss compensation as performed in section 2.2.

2.2.7 Experimental Data

A dataset for calibration purposes was acquired in September 2016 at an urban-agricultural area near

Münsingen, Switzerland. The data was acquired from the top of the "Chutzen" hill approximately 800m

a.s.l, looking down towards a mixture of fields and forests, with the town in the far range region. Six

trihedral corner reflectors were placed in the area for the determination of calibration parameters and

to assess imaging quality. Three of these reflectors have triangular faces with a length of 40cm, corre-

sponding to a RCS of 4
3π

a4

λ2 = 25.5 dB, while the remaining two are cubic corner reflector with a RCS of

35dB , at the nominal central frequency of 17.2GHz. Figure 2.5 shows the calibrated Pauli RGB com-

posite of the scene, interpolated in Cartesian coordinates using a 2-m posting digital elevation model

(DEM). The location of the reflectors is marked using blue circles and their names according to Table 2.2

are shown next to them.

The dataset was acquired with the horizontally polarized antenna group shifted towards the V group by

1.8 mm to compensate for the pattern misalignment as described in subsection 2.2.4.

A second dataset containing a dihedral reflector was acquired at ETH Hönggerberg campus in order

to investigate the effect of antenna pattern misalignment on crosspolar acquisitions and to test the

suitability of the computed adjustment value as discussed in subsection 2.2.4. This measurement was
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held separately because of the logistical problems associated with the transportation and the setup of

large dihedral calibration targets.

Name R0 [m] σ0 [dB] Type

CR1 74.3 35 cubic
CR2 673.1 25.5 triangular
CR3 824.6 35 cubic
CR4 838.9 25.5 triangular
CR5 1,049 35 cubic
CR6 2,689.3 25.5 triangular

Table 2.2: Summary of TCRs in the calibration dataset: Name of nearest map feature, Distance from the radar, expected radar
cross section, type of reflector.
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CR1 CR2

CR3
CR4

CR5

CR6

Figure 2.5: Pauli RGB composite (R = |H H −V V | ,G = |HV | ,B = |H H +V V |) of the imaged scene, geocoded using a digital
elevation model with 2-m pixel spacing. Each channel is scaled according to its own dynamic range. The location of corner
reflectors is marked by cyan circles, the reflector used for polarimetric calibration is shown in orange. The image is overlaid
on a 1:25000 scale Swiss topographic map (Reproduced with the authorization of swisstopo JD100042).
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2.3 RESULTS

2.3.1 Beam Squint Correction

−1 0 1
fc - 100

fc - 50

fc + 0

fc + 50

fc + 100

a =-4.20 ◦

GHz

(a)

−1 0 1
θsq (Azimuth rel. to pointing at fc) [◦]

fc - 100

fc - 50

fc + 0

fc + 50

fc + 100

C
h
ir
p
fr
eq

u
en

cy
f
[M

H
z
]

a =-0.26 ◦

GHz

(b)

50 100 150 200 250 300 350
Intensity [arbitrary units]

−1 0 1
fc - 100

fc - 50

fc + 0

fc + 50

fc + 100

a =-3.86 ◦

GHz

(c)

−1 0 1
fc - 100

fc - 50

fc + 0

fc + 50

fc + 100

a =-0.12 ◦

GHz

(d)

CR2

Figure 2.6: Azimuth-frequency response of the "CR2" TCR: the raw data samples around the reflectors azimuth location were
extracted, then filtered in range by Fourier transforming them along the frequency axis, applying an Hamming window about
the range location and converting them back into the time domain with an inverse Fourier transform. By doing so, only the
portion of the range spectrum close to the reflectors location was kept. Finally, the complex envelope of the data was extracted
using a discrete Hilbert transform. This is conceptually equivalent to the plot of Figure 2.2. (a) for the HH channel, (b) for the
HH channel after the interpolation described in subsection 2.2.2, (c) for the VV channel, and (d) the same as (b) for the VV
channel.

Figure 2.6 shows the frequency-azimuth response relative to the pointing at the center frequency for the

"CR2" TCR. This plot was generated with the procedure described in subsection 2.2.2 by filtering the

range compressed data around the location of the reflector and converting it back to the time domain

by an inverse Fourier transform. In Figure 2.6(a) and (c), the procedure was applied to the HH and VV

channel data before any squint correction was applied. In Figure 2.6(b) and (d) the same is shown after

applying the interpolation described in subsection 2.2.2 using a = 4.2 ◦
GHz and a = 3.9 ◦

GHz for the HH

and VV channels. In each plot, a line shows the results of the linear model fit described by (2.10), the

estimated a parameter is overlaid to the plot.

The same fit procedure is applied to all reflectors for both the HH and the VV data; the results are shown

in Table 2.3.

In Figure 2.7(a),(b), (d) and (e), the effect of frequency-dependent squint and the result of its correction
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Name aH H aV V residual aH H residual aV V

CR1 −3.7 ·10−9 −4.1 ·10−9 −1.1 ·10−10 −8.3 ·10−10

CR2 −4.2 ·10−9 −3.9 ·10−9 −2.6 ·10−10 −1.2 ·10−10

CR3 −3.9 ·10−9 −3.7 ·10−9 −4 ·10−11 1.4 ·10−11

CR4 −4 ·10−9 −3.7 ·10−9 −7.9 ·10−11 −2.8 ·10−10

CR5 −4.2 ·10−9 −4 ·10−9 −2 ·10−10 −2.4 ·10−10

CR6 −3.9 ·10−9 −3.9 ·10−9 −1.4 ·10−10 −4.2 ·10−10

mean −4 ·10−9 −3.9 ·10−9 −1.4 ·10−10 −3.1 ·10−10

Table 2.3: Result of fitting the model of (2.10) to each reflector in the calibration array. In the second column, the a parameter
for the HH channel is shown, in the third the one for the VV channel. The last two columns show the same parameters re-
estimated after applying the squint correction using 4.2 and 3.9 ◦

GHz for aH H and aV V respectively.

are visible for the "CR2" reflector. The plots are generated by oversampling the range compressed data

around the reflector in azimuth and range using a cubic order spline approximating a sinc interpolator.

In each plot azimuth and range resolutions are estimated numerically by fitting a spline on the response

at the corresponding maximum location and computing its 3-dB width. Figure 2.7(a) and (d) show the

range compressed data for the HH and VV channels. In Figure 2.7(b) and (e) the same is repeated after

applying squint correction before range compression.

2.3.2 Azimuth Processing

The ability of the phase model described in subsection 2.2.3 to explain the observed phase variation on

the V V channel response is tested on each reflector in the array: the maximum in range and azimuth

was identified and the samples corresponding to the half power beamwidth were extracted at the range

of maximum intensity. The unwrapped phase is used to estimate Lph according to (2.14). The resulting

model parameters’ fit values for the H and V antennas are shown in Table 2.4 alongside with the distance

from the radar and the name of the reflector, defined in Table 2.2. Owing to the lack of sufficiently

bright cross-polarizing point targets, the equivalent horizontal phase center locations for HV and VH

channels were not directly estimated from the data. In the following, their location it assumed to be at

the midpoint between LH
ph

and LV
ph

, the theoretical equivalent phase center for these channels.

The result of applying the correction of (2.15) to the TCR "CR2" at 673 m is displayed in panels (c) and

(f) of Figure 2.7.

In Figure 2.8b the phase response in both the HH and VV channels is plotted for all reflectors. To

produce the plot, all responses were aligned in azimuth, normalized to the maximum, finally their phase

was referenced to the phase at closest approach; this corresponds to the phase of (2.12). This allows an

easier comparison of the azimuthal phase variation.

2.3.3 Antenna Pattern Misalignment

To verify the impact of the H-V pattern pointing shift as described in subsection 2.2.4 on the perfor-

mance of cross-polar measurements, the response of a dihedral reflector with an high cross-polar con-

tribution is analysed for two configurations:
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Figure 2.7: Oversampled phase and amplitude responses for the corner reflector "CR2" at 673 m slant range. (a) HH channel
without correction, (b) HH channel with frequency-dependent squint compensation (c) same as (b) with azimuth phase ramp
removal. (d) VV channel without correction, (e) VV channel with frequency-dependent squint compensation, (f) same as (e)
with azimuth phase ramp removal. (g) Color palette used to represent the above plots. The hue is modulated by the phase,
while the brightness corresponds to the gamma-corrected normalized intensity. The phase of each response is referenced to
the phase at the peak.

Name R0[m] LH
ph

[m] LV
ph

[m]

CR1 74.3 0.03 −0.18
CR2 673.1 0.02 −0.1
CR3 824.6 0.03 −0.12
CR4 838.9 0.01 −0.12
CR5 1,049 0.02 −0.12
CR6 2,689.3 0 −0.12

Table 2.4: Result of the phase center displacement fit for six trihedral corner reflectors located at different ranges. In the thirds
column, the estimated phase center displacements for the H antenna are shown, in the fourth the ones for the V unit.

1. the antennas are not mechanically moved; the H and V pattern are not aligned in azimuth.

2. the optimal shift of 1.8mm, as described in subsection 2.2.4 is applied to the movable antenna

hinge to bring the patterns into alignment.

In Figure 2.9, the result of the above experiment is shown as the oversampled, coregistered azimuth

response in the HV channel.
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Figure 2.8: Relative phase response for all reflectors in the calibration array, (a) no azimuth phase correction (b) after azimuth
phase correction. Continuous lines: VV channel, dashed lines: HH channel. To display the relative phase variation, the phase
at the maximum is subtracted from each plot. The vertical lines indicate the theoretical 3-dB resolution of the antenna θ3dB .

2.3.4 Removal of Topographic Phase

For the analysis of the topographic phase contribution removal, as described subsection 2.2.5, the copo-

lar (HH-VV) phase is chosen because it is the covariance element affected by an interferometric baseline

that shows the highest overall coherence, making the effect of the baseline easier to visualize. An excerpt

of the copolar phase difference is visualized in Figure 2.10 in radar coordinates; the phase assigned to

the hue, the intensity to the corresponding C matrix element magnitude and by setting the saturation of

the image with a sigmoid transformation of the copolar coherence magnitude, estimated using a 5×2

window.

2.3.5 Polarimetric Calibration

The methods described in the preceding sections were applied to prepare SLC images for each channel.

For the final polarimetric calibration the procedure of subsection 2.2.6 was used; one reflector in the
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Figure 2.9: Oversampled azimuth power response of a dihedral corner reflector, before (green line) and after the correction of
antenna pattern mispointing (orange line). The observed gain is in good agreement with the loss computed using the antenna
patterns provided by the manufacturer and the azimuth shift determined using intensity correlation of HH and VV point target
responses.
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Figure 2.10: HH-VV phase difference in radar coordinates, (a) before and (b) after the removal of the topographic phase term
as described in subsection 2.2.5; (c) calibrated copolar phase difference. The hue of the image is modulated by the covariance
phase, the intensity by the magnitude, the saturation by the copolar coherence magnitude. The inset on the bottom left shows
the copolar coherence magnitude. The interferometric fringe pattern visible in (a) is removed by the proposed correction, as
plotted in (b).

scene was used as a calibration target, with the four remaining reflectors used for the assessment of the
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Figure 2.11: Dependence of the residual copolar phase (φr +φt ) and amplitude ( f ) imbalances on the local incidence angle.
The mean and RMS imbalances are shown in each plot. The reflector used for the determination of calibration parameters has
been excluded from the plot.

Name
R0[m]

Range distance
f φr +φt [◦] Purity [dB ]

CR1 74.3 0.93 −12.71 39.3
CR2 673.1 1.08 −0.39 43.1
CR3 824.6 1.08 0.02 45.1
CR5 1,049 1.02 4.04 39.5
CR6 2,689.3 1.07 −14.27 35.5

Table 2.5: Copolar phase (φr +φt ), amplitude imbalance ( f ) and polarization purity (VV/HV ratio) computed on the reflectors
using the calibrated dataset. The calibration reflector has been excluded from the table.

calibration performance.

An initial assessment of the data quality is made by computing polarization signatures [65] for two cor-

ner reflector located at different ranges. They are plotted in Figure 2.12. A quantitative evaluation of

the calibration is obtained by estimating the residual copolar phase and amplitude imbalances f and

φr +φt on the trihedrals after the calibration. The results are shown in Table 2.5. In Figure 2.11, the de-

pendence of the residuals on the local incidence angle is plotted; the angle was estimated using a 2-m

posting digital elevation model of the scene that was backwards geocoded in the radar geometry.

For visual representation of the calibration results, the HH-VV phase difference in radar coordinates is

shown as a color image in Figure 2.10c.
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Figure 2.12: Polarization signatures for two trihedral corner reflectors at the locations "CR2" and "CR6" . For both plots, each
panel shows: (a) uncalibrated copolar signature, (b) uncalibrated cross-polar signature; (c) calibrated copolar signature,(d):
calibrated crosspolar signature. The power of each response is normalized to the corresponding maximum. A distinct change
in signature is observed after the calibration; it is mostly due to the removal of the HH-VV phase offset.
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2.4 DISCUSSION

2.4.1 Beam Squint Correction

The effect of the frequency squint on the raw data around TCR "CR2" is visible in Figure 2.6 (a) and

(c) for the HH and VV channels. As sketched in Figure 2.2 and described in subsection 2.2.2 , the data

matrix appears skewed: the physical antenna direction and the effective pointing angle of the beam

pattern only match for a brief time during each chirp due to the frequency scanning of the antenna.

Because of that, if the data is range compressed, only part of the chirp bandwidth illuminates the target

at each time, reducing the observed range resolution. This is verified in Figure 2.7 (a) and (c), where the

oversampled response of TCR "CR2" after range compression is shown.

The linear squint factor a estimated on all reflectors of the calibration array is given in Table 2.3; the av-

erage estimated values of 4 and 3.9 ◦
GHz fit well with the figures suggested by the antenna manufacturer:

4.2 and 3.9 ◦
GHz for the H and V antennas respectively.

Thanks to the oversampled acquisition it is possible to use the proposed interpolation method to realign

the samples in azimuth, compensating the effect of the squint by combining subsequent subchirps

with different squint angles in a single coherent chirp that covers the entire bandwidth for the whole

duration of time when the target is within the antenna beamwidth. This is shown in Figure 2.6 (a) and

(c). The result of the interpolation is visible in Figure 2.6 (c) and (d): the spectrum is now aligned in

azimuth; as a consequence the range resolution is decreased, as visible in Figure 2.7. Additionally the

phase response seems to become more stable. Visually, the phase pattern observed in Figure 2.7(a) and

(c) is also removed entirely; however, a residual azimuthal phase can be observed in the VV channel

in Figure 2.7(e).

2.4.2 Azimuth Processing

The residual phase ramp observed on the "CR2" reflector in subsection 2.4.1 is not unique to that ob-

ject:

A linear variation of 30 degrees over the 3dB antenna beamwidth can be observed for all reflectors in the

dataset, as plotted in Figure 2.8a. The model of subsection 2.2.3 was developed to explain this variation

in terms of the acquisition geometry. The estimated phase center location values L̂ph of Table 2.4 are

consistent and display a standard deviation of less than 2 % of the antenna length, suggesting that the

model is able to predict most of the phase variation. The estimated phase center shift for the H unit L̂H
ph

is less than 5 cm, wile the one for the V antenna, L̂V
ph

, is -12 cm, almost twice as large and with opposite

sign. This difference presumably explains the steeper phase ramp in the VV channel:

the range of θr for a scatterer is limited by the narrow antenna beamwidth θ3dB . This should not cause

a large phase variation, because evaluating (2.7) around zero should result in small values. However,

considering the effect of Lph , the entire function of (2.12) is shifted by α, simulating the effect of a larger

θr , as it would be obtained with a much bigger antenna beamwidth.
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As shown in Figure 2.7 (g), the azimuth phase variation is significantly reduced by the proposed cor-

rection method and the azimuth resolution is slightly degraded, although it is still better than 0.6◦, the

value that is expected by an incoherent average of azimuth samples. This result hints again that most of

the phase ramp has been removed by the proposed method.

Similar results are observed for all trihedral reflectors, summarized in Figure 2.8b. The uncorrected HH

channel shows a smaller variation, while the VV phase changes by 30◦ over the antenna beamwidth. The

observed phase slopes for the V and H antennas have opposite signs, as it is expected from the estimated

phase center locations of Table 2.4.

After the correction, only the reflector "CR1" shows an appreciable residual azimuth phase variation;

which is likely explained by its proximity to the radar relative to the antennas far field transition dis-

tance, in the order of 500 m. A very similar variation is also observed in the HH channel. Excluding this

exception, the residual phase inside the antenna beamwidth is under 5◦.

2.4.3 Antenna Pattern Misalignment

Correcting for the estimated pattern alignment results in a gain of approximately 2.5dB in HV power

with respect to the uncompensated reference case, as plotted in Figure 2.9. The estimated gain is very

close to the one expected by analyzing the patterns provided by the antenna manufacturer. This results

confirms that the 1.8mm shift setting employed to acquire the calibration data can correctly compen-

sate the cross-polar power loss and the HH-VV misregistration.

2.4.4 Removal of Topographic Phase

The effect of the topographic phase compensation as described in subsection 2.2.5 is displayed in Fig-

ure 2.10; three topographic fringes are counted in the unflattened interferogram [Figure 2.10a], corre-

sponding to a total phase variation of 9π . An estimate of this contribution is obtained from the un-

wrapped and rescaled interferogram between the upper and the lower HH channels. Because they are

separated by a spatial baseline and they employ the same polarization [as seen in Figure 2.4], this in-

terferogram provides an estimate of the topographic phase without additional polarimetric phase dif-

ferences. The estimated topographic phase is then subtracted from the covariance matrix; the result-

ing flattened copolar phase difference is displayed in Figure 2.10b; no interferometric fringes can be

counted. A more quantitative evaluation of the flattening process is obtained computing the corre-

lation coefficient of the copolar phase and sin(θl ), where θl is the look vector elevation angle obtained

from a DEM. The estimated value is very close to zero, suggesting the correct removal of the topographic

phase contribution:

if there would be a linear relationship between these two quantities, as expected from the approximate

expression for the topographic phase of (2.17), a significant level of correlation would be observed. This

measure cannot exclude residual nonlinear relationships between topography and the copolar phase;

an additional visual verification was obtained by plotting their joint histogram; this did not display

any discernible functional relationship. Therefore, it can be safely assumed that the flattening pro-

cess is able to remove the topographic phase contribution. An additional advantage of this correction
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is the increased copolar coherence magnitude, as it can be by the inset coherence plot shown in Fig-

ure 2.10.

2.4.5 Polarimetric Calibration

An illustration of the effect of the calibration procedure of subsection 2.2.6 is given in Figure 2.12 by the

polarization signatures of two reflectors before and after the calibration. The signature of the uncor-

rected data is distorted, the large variation of the maximum with respect to the orientation angle is rem-

iniscent of the response of a dihedral scatterer, which would show two distinct peaks. After calibration,

both signatures show a fair correspondence with the expected polarization signature for trihedral re-

flectors. The dihedral-like response before the calibration is due to the HH-VV phase imbalance, which

shows a significant offset after the removal of the topographic contribution, as it can be seen in Fig-

ure 2.10b. By using a trihedral corner reflector or a similar odd-bounce scatterer, this offset is estimated

and removed. The effect of copolar phase imbalance correction is shown visually in Figure 2.10c; low

entropy odd bounce scattering seems to be dominant in this part of the scene, which is mainly com-

posed of open fields and wooded areas.

Amplitude and phase imbalances are successfully corrected by the proposed method; the mean resid-

ual for the amplitude imbalance f is 1.03 with a root mean square deviation of 0.05. A mean of −4.5◦

is observed for the copolar phase imbalance φr +φt , with a root mean square deviation of 7◦. Two

outliers, "CR1" and "CR6" heavily skew the estimated phase statistics; as shown in Figure 2.11. For

"CR1", its placement on the ground together with its closeness to the radar could explain the offset in

the copolar phase. The other extreme case is "CR6", that was placed at a large distance from the radar,

this could result in a reduced polarization purity due to the larger influence of clutter in the larger reso-

lution cell.

Despite the outliers, no dependence of the residuals with the local incidence angle can be observed.

This also suggests the validity of the method proposed in subsection 2.2.6 for the estimation and re-

moval of the topographic contribution from the polarimetric phase differences.

Finally, the assumption of negligible crosstalk for the calibration model seems plausible considering

that almost all reflectors exhibit polarization purities above 35dB.

2.5 CONCLUSIONS

In this paper, two main aspects of the calibration of KAPRI, a new polarimetric portable ground-based

FMCW radar were discussed:

1. The preprocessing of raw data into SLC images, taking into account several effects due to the

specific hardware design of the system.

2. The polarimetric calibration of data into phase and amplitude calibrated polarimetric covariance

matrices.



70 CHAPTER 2. POLARIMETRIC CALIBRATION OF KAPRI

2.5.1 Preprocessing

The particular antenna design causes a frequency-depending shift of the antenna mainlobe during the

chirp that causes a worsened range resolution. It is corrected using a slow time-fast time interpolation

procedure; significant range resolution improvement are observed after the correction.

The real aperture, azimuth scanning design results in a motion of the antenna phase center relative

to the scatterers, causing an observable azimuth phase ramp in point target responses. The variation is

significantly different between the antennas, with almost 30◦ over the 3 dB beamwidth for the V antenna

and much smaller for the H unit. This additional phase will complicate polarimetric calibration if left

unaltered; this phase ramp is corrected by a SAR-like azimuth filter that reduces the total phase variation

to under 10◦.

Because separated transmitting and receiving antennas are used for each polarization, the polarimetric

calibration is more intricate due to the presence of an interferometric baseline between channels that

adds a topographic phase contribution in the polarimetric phase differences. Using the cross-track

interferometric baselines of KAPRI, the topographic contribution can be estimated and subtracted from

each element of the covariance matrix affected by it.

2.5.2 Calibration

The resulting flattened covariance matrix is then calibrated by assuming zero crosstalk and estimating

copolar imbalances using a trihedral corner reflector assuming the parameters to be independent from

the incidence angle. The crosspolar imbalance is estimated using distributed targets under the assump-

tion of reciprocity.

The calibration quality is assessed by estimating residual calibration parameter on a calibrated scene

with five trihedral corner reflectors: the mean amplitude imbalance is close to unity while the mean

residual phase imbalance is very close to zero, with an RMS of 7◦; no significant variation with inci-

dence angle is observed. These results suggest that the simplified calibration model [63, 64] is suitable

to calibrate fully polarimetric KAPRI data.

ERRATA

1. In subsection 2.2.2 ...data-driven method is be used should be replaced with is used.
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GEOSTATISTICAL ANALYSIS AND MITIGATION

OF ATMOSPHERIC PHASE SCREENS IN

KU-BAND TERRESTRIAL RADAR

INTERFEROMETRIC OBSERVATIONS OF AN

ALPINE GLACIER

This chapter has been submitted for review to the peer-reviewed journal IEEE Transactions on Geo-

science and Remote Sensing as:

S. Baffelli, O. Frey, and I. Hajnsek, “Geostatistical analysis and mitigation of atmospheric phase screens

in Ku-band terrestrial radar interferometric observations of an alpine glacier”, IEEE Transactions on

Geoscience and Remote Sensing, 2018, submission ID TGRS-2018-01579

Terrestrial Radar Interferometry (TRI) can measure displacements at high temporal resolution and po-

tentially with high accuracy. An application of this technique is the observation of surface flow velocity

of steep, fast flowing glaciers. For these observation scenarios, the main factor limiting the accuracy of

TRI observations is the spatial and temporal variability in the distribution of atmospheric water vapor

content, causing a phase delay (Atmospheric Phase Screen, (APS)) of a magnitude comparable to the dis-

placement signal. This contribution presents a geostatistical analysis of the spatial and temporal behavior

of the APS in Ku-Band terrestrial radar interferometry. The analysis bases on the assumption of a sepa-

rable spatio-temporal covariance structure, which is tested empirically using variogram analysis. From

this analysis, spatial and temporal APS statistics are derived and used in a two-step procedure combining

regression-Kriging with generalized least squares (GLS) estimation to estimate a velocity time-series. The

performance of this method is evaluated by cross-validation, using observation of stable scatterers. This

analysis shows a significant reduction in residual phase variance compared to the commonly employed

approach, combining linear models of APS stratification and interferogram stacking.
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3.1 INTRODUCTION

3.1.1 Motivation

Avalanching glaciers [2] could pose a hazard to alpine valleys because dry calving events at the terminus

can trigger other processes such as floods, snow avalanches and debris flows, sometimes with severe

consequences. The 1956 disaster at the Mattmark dam construction site, the 1962 and 1967 Mount

Huascaran avalanches and the 2002 Kazbek massif debris flow are examples of the consequences of

these rupture events.

Recent advances in the understanding of glacier failures [3] suggest the possibility of early detection

of developing glacier failures for two classes of avalanching glaciers. In the case of steep, unbalanced

cold glaciers, such as in the Weisshorn hanging glacier [2, 4, 5], mechanical instabilities in the ice are

the main mechanisms leading to break-off events, where the rupture happens within the ice mass. A

log-periodic oscillation of the surface velocity superimposed to a power-law acceleration is observed in

these cases [5]. This behavior may reveal useful to predict break-off times if frequent observations of

the surface velocity are available. In the second class of steep, temperate glaciers, sliding is the main

source of instability conductive to break offs. Here, sub-glacial water pressure can reduce basal friction,

causing a major portion of the tongue to become unstable [6] and eventually to break off, such as in

the case of the Allalingletscher responsible for the 1956 Mattmark disaster. In this latter type of glacier,

the surface velocity increases during active phases, notably in summer [3]. However, these patterns only

rarely correlate with break-off events; surface velocity measurements alone are not sufficient and must

be combined with other methods such as seismic measurements [7]. For both glacier types, reliable and

precise measures of surface velocities are necessary to monitor them and improve the understanding of

their dynamics. In this sense, area-wide estimates at high temporal resolution and over long periods of

time are particularly useful.

Remote sensing techniques [8–10] are frequently employed for glacier flow measurement, using visi-

ble and infrared images [11–13] or coherent [14–18] and incoherent [16, 19] methods with spaceborne

and terrestrial [20–24] synthetic aperture radar (SAR) data. In this context terrestrial radar interferome-

try [20–24] (TRI) is complimentary to the more established space- and airborne SAR observations. While

the spatial coverage of the former is normally smaller, these systems offer great flexibility in the ac-

quisition geometry and timing, both of which are necessary for the surveillance and study of the fast

dynamics of alpine glaciers. Moreover, one strength of radar data is independence from external illumi-

nation and the ability to image through fog and clouds, permitting continuous observations during the

night and with cloud cover. These advantages are accompanied by relatively complex data processing

requirements and by problems specific to the coherent nature of radar images.

Among coherent techniques, the most useful for glacier monitoring is differential radar interferome-

try (D-InSAR)[25], which is based on the sensitivity of the phase of microwaves to the length of the

propagation path from the sensor to the observed surface. By computing the phase difference between

measurements at subsequent times, D-InSAR permits estimating displacements with high precision;

theoretically only limited by the wavelength employed.
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Temporal variations in the spatial distribution of the atmospheric water vapor content causing time-

varying heterogeneity in the propagation speed of light are one of the largest source of errors in dis-

placement estimation with differential radar interferometry —both in the spaceborne and in the terres-

trial case—. These nuisances are known as Atmospheric Phase Screen (APS)[26–28]. Because of these

nuisances, precise estimation of displacements with D-InSAR requires phase calibration of the data in

order to remove —or at least mitigate— the phase contribution of the APS.

While the modeling and correction of the APS in the spaceborne SAR case is an established field of

research, the relative novelty of TRIs and the limited availability of this type of data leave several open

questions. The different acquisition geometries and the shorter revisit times possible with TRI suggest

the necessity of reassessing the applicability of the APS models and correction methods employed in

spaceborne D-InSAR to these situations.

3.1.2 State of the Art

The atmosphere is a complex and dynamic environment: temporal variations of temperature, pressure

and water vapor content [29] and their heterogeneous spatial distribution cause variability in the atmo-

spheric refraction index that cause the appearance of the APS in differential radar interferometry.

Additional information is sometimes employed to reconstruct the refractivity distribution at the time

of the acquisitions and hence correct the phase delays in interferometric observations. These external

observations can be in the form of weather model outputs [30], of wet zenith delays maps derived from

global navigation satellite system (GNSS) observations [26, 31–33] or from spaceborne microwaves ra-

diometers and imaging spectrometers [34–37]. These solutions are primarily applicable to spaceborne

InSAR: In the TRI case the spatial extent of the scene can be much smaller than the resolutions of the

mentioned data products and the observation geometry very different. In terrestrial radar interferom-

etry only a small portion of the atmospheric air column is observed, while the auxiliary data acquired

from space would give the total phase delay through the entire height of the troposphere. Similar con-

cepts employing automatic weather station data (AWS) exist for TRI [38, 39]. Unfortunately, AWS ob-

servations are often not available during a TRI monitoring campaign. Another difficulty with these ap-

proaches is that they can only correct large scale phase variation and cannot compensate local phase

trends of high spatial frequency which tend to make the interpretation of deformation maps very diffi-

cult.

These limitations suffered by external observations motivates the development of APS correction ap-

proaches based only on the statistical behavior of the APS and which operate solely on the radar data.

In most cases, these methods base on a hybrid statistical model of the atmospheric phase screen, fac-

torizing it [40, 41] in a deterministic component of low spatial frequency attributed to vertical strati-

fication [30, 39, 42–48], often strongly correlated with the terrain relief, and in a random contribution

attributed to turbulent mixing of water vapor in the troposphere. Since the turbulent component shows

a dynamic and complex behavior that is not easily modeled in a closed form, the random component

is described through structure functions or covariance functions [28, 29, 31], which sometimes are de-

rived from turbulence theory [29, 49]. The turbulent contribution is frequently assumed to show spatial
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correlation but uncorrelated in time [40, 50, 51]. Thanks to this assumption, the APS is often separated

from other nuisances and from the deformation using time series analysis applied on a set of scatterers

whose phase response is stable in time, the so called persistent scatterers [52]. The point-wise estimates

of the APS are then extrapolated to a regular grid covering the area of interest using geostatistical inter-

polators such as Kriging [50, 53], which account for its spatially correlated nature. The extrapolated

APS can then be subtracted from the interferometric phases, which then undergo further processing to

obtain displacement estimates [54, 55].

3.1.3 Research Gaps

The applicability of the statistical assumptions used in spaceborne D-InSAR to TRI is doubtful, con-

sidering the different acquisition repeat rate and the smaller spatial coverage of the data. Additionally,

the acquisition geometry in TRI is very different from the one in spaceborne SAR. In the former case,

the radar signal only travels through a small vertical portion of the troposphere, while in the latter the

entire atmospheric air column is traversed. These differences may reflect on the validity of both the

deterministic models of stratified APS and of the statistical model of turbulence employed spaceborne

InSAR.

In the case of stratification, the smaller scene size and the shorter vertical propagation path in TRI data

may reduce the visibility of the effect of atmospheric layering. Regarding the turbulent APS, the sta-

tistical assumptions of temporal uncorrelatedness does necessarily apply to the shorter revisit times

frequently employed in TRI.

3.1.4 Contributions of This Paper

This work presents a geostatistical analysis of the atmospheric phase screen [26–28] (APS) affecting Ku-

Band TRI data with the aim of studying the research gaps discussed above. To do so, the study starts

from an APS model similar to the one customarily employed in In-SAR studies, assuming a combina-

tion of turbulent and stratified atmosphere. Using this mathematical setup, several issues are investi-

gated:

1. The performance of several models for APS stratification is assessed statistically by measuring

their ability to describe the phase variance observed at a set of persistent scatterers (PS). These

points are chosen at locations known to be only affected by atmospheric disturbances.

2. The assumption of spatially correlated, temporal uncorrelated statistics, which is commonly used

to model the APS in spaceborne InSAR data is replaced by a separable spatio-temporal covariance

model. The suitability of this model is tested with variogram analysis.

3. The performance of APS correction using a regression-Kriging interpolator accounting for strat-

ification effects and a spatial covariance model of turbulence is evaluated. Its performance is

measured by computing the residual phase variance at a set of non-moving persistent scatterers

(PS).
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4. A time-series inversion approach employing the temporal covariance model is presented. Its per-

formance in mitigating the residual APS observed after regression-Kriging correction is assessed.

3.2 METHODS

3.2.1 Differential Radar Interferometry: Signal Model

Differential radar interferometry [56, 57] uses the phase coherency exhibited by radar images: the phase

of a scatterer acquired by a coherent radar contains a contribution proportional to the line-of-sight dis-

tance from the sensor to the object. Therefore, the phase difference computed from of a pair of images

taken at different locations and/or times contains a contribution proportional to the displacements

and/or heights of the scatterers composing the scene.

More formally, consider a radar placed at a fixed location where the origin 0 of a Cartesian coordinate

system is set. Consider a scatterer located at s at time tk ; its phase measured by the above radar is:

φ (tk ) =
4π

λ
R (tk )+φscat (tk )+φatm (tk ) (3.1)

where R = |s| is the distance between scatterer and sensor and φscat is the scattering phase, which de-

pends on dielectric properties, shape of the object and to a radar-specific phase offset due to delays in

the electronics and cables, finally φatm is the excess phase delay caused by the atmosphere.

For a scatterer moving with velocity v = ∆R
tl+m−tl

along the line of sight in a period of duration ∆t between

times tl and tl+m , the interferometric phase or interferometric phase difference is:

∆φ= 4π

λ
∆R +2πn +ǫatm +ǫdecor r

= 4π

λ
∆t v +2πn +ǫatm +ǫdecor r

(3.2)

where ∆t is often called the temporal baseline; the term 2πn indicates that phase measurements are

ambiguous modulo the wavelength, ǫatm =φatm (tl+m)−φatm (tl ) represents the additional differential

phase delay due to changes in atmospheric refraction index and ǫdecor r describes the noise-like phase

error due to thermal noise in the radar and to changes φscat due to variations the scatterer’s proper-

ties.

Equation (3.2) shows that the interferometric phase difference is sensitive to the displacement ∆R but

also to changes in the dielectric properties of the imaged objects and to changes in the propagation

medium. In differential interferometry, the objective is the estimation of the displacement ∆R (or the

velocity v) from noisy phase observations; therefore all terms but the displacement are considered nui-

sances. To improve the displacement estimation robustness —and possibly to estimate an object’s dis-

placement history—, multiple phase measurements at different times are often used. Thus, the model

describing a single interferometric phase observation of (3.2) is extended to multiple observations as

follows: Given a vector y of P N radar phases y (i , l ) (single look complex or SLC data) acquired at N

times tk and P locations si , estimate the (P N )-element vector v of surface velocities v (i , l ) at times
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tl = tk+tk+1
2 with 0 < k < N between subsequent acquisitions and at locations si with 0 < i < P [58, 59]. In

analogy to (3.2), it is convenient to replace the SLC phase vector y with the P M vector of interferometric

phases z:

z = Āy (3.3)

where z is a P M vector of phase differences at P locations and M times, where M it the number of

interferograms, limited to at most N+1
2 unique pairs. The incidence matrix Ā = IP ⊗A a MP ×N P block-

diagonal incidence matrix used to compute the interferometric phases from the SLC phase vector. Each

of its blocks A indicates which of the N acquisitions are paired to form interferograms in z: entries Amk

and Aml are -1 and 1 for the m-th interferogram between the l-th and the k-th acquisition. For example,

given N = 4 SLC images, the matrix

A =









1 −1 0 0

0 1 −1 0

0 0 1 −1









(3.4)

is used to compute the three unique interferograms between successive acquisitions. The (P N )-element

vector of velocities v can be related to the vector of interferometric phases [29, 40, 58, 59] in analogy

with (3.2):

z = B̄v+ǫz (3.5)

where B̄ = IP ⊗B and B is a M ×N matrix of the time spans between the acquisition times of the SLC

images used to compute z. Its construction from the interferogram incidence matrix A is described

in [58]. As an example, using the incidence matrix A of equation (3.4) and assuming regularly spaced

acquisitions with ∆t seconds separation, B will be:

B =









∆t 0 0 0

0 ∆t 0 0

0 0 ∆t 0









. (3.6)

Finally, ǫz is a term subsuming all the noise-like contributions, assumed to be a zero-mean Gaussian

random process with a P M ×P M covariance matrix Σz =: the nuisance terms are allowed to be corre-

lated both in time and space.

As the noise is assumed to be drawn from a multivariate Gaussian distribution of known covariance, the

generalized least squares (GLS) solution of equation (3.5) is the minimum variance, unbiased estimator

for v[60, 61] :

v̂ =
(

B̄T
Σ
−1
z B̄

)

B̄T
Σ
−1
z z. (3.7)

In many cases, acquisitions too distant in time cannot be used to form interferograms because they

would show too high a level of phase noise caused by temporal decorrelation and will be affected by

excessive phase wrapping. In this case, A will only consists of those rows where the temporal baseline is

shorter than a given threshold, thus M < (N )(N−1)
2 and the rank of B is deficient. In this case the problem

is underdetermined and there is no unique solution for v. An example of this situation is shown in

equation (3.6), where only three interferograms are available to estimate four parameters.
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The problem of decorrelation can be mitigated by adopting approaches based on persistent scatterers

(PS), where only observations at highly coherent scatterers [50, 52, 62] unaffected by temporal decor-

relation are used for the inversion. These methods are of limited use when the surface flow velocity

of glaciers is studied, since the continuously changing surface features and the rapid motion make the

detection of PS very unlikely. As an alternative, the rank of (3.5) can be increased by using a simplified

velocity model, described by a vector p with a smaller number of parameters d < P N [58]:

v = Mp (3.8)

For example, assuming constant velocity v0 over time, the model for the i -th pixel is:

vi =









v0

...

v0









= IN ,1v0 = Mi p (3.9)

and M is the block-diagonal matrix IN ,1⊗IN ,P . Generally, M can be any P N ×d matrix describing a sim-

plified spatial and temporal displacement model and possibly imposing spatio-temporal smoothness

constraints. Thus, the problem is rewritten as:

z = B̄Mp+ǫz = Ḡp+ǫz . (3.10)

Where the design matrix Ḡ is written with a bar to indicate that it is the design matrix for the whole set

of P pixels in the set of all M interferograms. For simplicity Ḡ is assumed to be a block matrix with P

blocks G —the same velocity model is assumed for each pixel and no spatial constraints are set—. The

GLS estimate of p is obtained with:

p̂ =
(

ḠT
Σ
−1
z Ḡ

)

ḠT
Σ
−1
z z. (3.11)

The variance of the estimates is given by:

var
(

p̂
)

= ḠT
Σ
−1
z Ḡ. (3.12)

Without further assumptions, the covariance matrix of the nuisance, Σz must only be positive semidef-

inite. However, as the APS is known to be spatially correlated and can potentially show temporal corre-

lations, its inversion can be computationally very costly [40].

However, by making certain assumptions that will be discussed later, the spatially correlated contribu-

tions in Σz can be estimated and removed before the least-squares inversion, reducing the spatial corre-

lation in Σz and making the inversion computationally easier. Whether the full inversion is attempted or

the latter approach is used, knowledge of the covariance matrix of the interferogram network is required

for the inversion and to provide uncertainty estimates for the derived parameter. As the interferomet-

ric phases z are derived from the SLC phases via (3.3), the interferogram covariance is related to the

covariance of the SLC phase vector y[40]:

Σz = ĀΣy ĀT . (3.13)
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ǫy is [29, 40]:

ǫy = ǫy,atm +ǫy,decor r , (3.14)

where ǫy,atm is the phase contribution from the atmospheric phase screen and ǫy,decor r represents the

phase noise due to the effect of temporal decorrelation in each acquisition: these two terms are assumed

to be mutually uncorrelated because they are produced by different physical mechanisms. When dis-

cussing the SLC phase, the noise terms must be seen as deviations from the noise-free SLC phases con-

sisting only of the propagation term and the intrinsic scattering phase as in (3.1)[40]. These equations

are only a tool to model the covariance of the interferometric phases. By linearity, the same decompo-

sition applies to the covariance matrix of the interferometric phase vector Σz :

Σz =Σz,atm +Σz,decor r . (3.15)

The following sections are dedicated to the individual covariance terms.

COVARIANCE OF DECORRELATION PHASE NOISE

Σz,decor r models the effect of thermal noise in the measurement system and random changes in re-

flectivity on the stability of the observed interferometric phases. This is usually quantified through the

magnitude of the interferometric phase coherence, γ[63] derived from spatial or temporal multilooking

by assuming ergodicity [64]. The coherence magnitude is used to estimated the interferometric phase

variance through the Cramer-Rao lower bound [65]. The phase variance for a interferogram pixel lo-

cated at si at time tl =
to+tp

2 , derived from acquisitions at times to and tp is:

V ar
[

zi ,o,p
]

≥

√

1−γ2
i ,o,p

γi ,o,p
p

2L
. (3.16)

where the notation γi ,o,p indicates the coherence estimate at pixel i from acquisitions o and p.

In the case of interferograms with zero spatial baseline, the decorrelation noise is spatially uncorrelated

andΣz,decor r is a block-diagonal matrix, where each M×M block represents the covariance of the decor-

relation process for an individual pixel [40]. The temporal covariance Σz,decor r (i ) for the i -th pixel can

be modeled in several ways:

• A diagonal matrix, assuming independent, Gaussian noise contributions for each interferogram [29].

The variances can be estimated using a coherence estimator and (3.16) or directly by using a spa-

tial estimator of the phase variance [40].

• A similar model accounts for the interaction between interferograms due to shared SLC acquisi-

tions [31, 66]. Assuming independent Gaussian noise to affect every interferogram, the entry cor-

responding to the covariance between the lm-th and the np-th interferograms, the covariance is

written as:

σdecor r,lmσdecor r,nq clm,nq (3.17)

where σdecor r,np is the phase standard deviation in the interferogram between tn and tq and the

factor clm,nq is used to weigh noise variances in the individual interferograms to account for com-
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mon SLC acquisitions:

clm,np =



































1 l = n, m = q

−0.5 l = q or m = n

0.5 l = n or m = q

0 otherwise

. (3.18)

Despite resulting in a non-diagonal interferogram covariance matrix, this model does not assume

the underlying decorrelation process to be correlated in time.

• A block-diagonal matrix under the Brownian decorrelation hypothesis: assuming each scatterer

inside a resolution cell to move randomly with uniform probability at all time instants [40, 63, 67]

results in an exponential decay in coherence between acquisitions:

γ (∆T ) = γ0e
−∆t
τ . (3.19)

Unlike the previous model, here the decorrelation process is assumed to be temporally correlated

and two interferograms are correlated if they cover a common time span, even if they do not

share any master or slave images. The construction of Σz,decor r is described in detail in [40]. The

Brownian motion model does not apply to all types of terrain; it was found to be applicable to

urban areas [67]. In many cases the coherence shows more complex patterns such as seasonal

trends or variations correlated with weather conditions.

COVARIANCE OF ATMOSPHERIC PHASE SCREEN

The term ǫy,atm models the phase delay caused by the inhomogeneous distribution of atmospheric

water vapor in the scene [26–28]. Its effect can not be appreciated in the SLC phase, only in inter-

ferograms: temporal changes in the spatial distribution of atmospheric delay ǫy,atm between acqui-

sitions are revealed in the interferometric phase difference as low spatial frequency atmospheric phase

screens.

Part of the spatial phase trends can be approximated using linear models by assuming homogeneous or

layered distributions of atmospheric water vapor [30, 39, 42–48]. These models are often not sufficient

to capture the full APS phase variability and must be augmented with a statistical description. Thus, the

APS is written as the superposition of these terms [40, 41]:

ǫy,atm = ǫy,atm,str at +ǫy,atm,tur b . (3.20)

where ǫy,atm,str at is the stratified APS and ǫy,atm,tur b is the turbulent APS, due to turbulent mixing in

the troposphere [29, 31], which is modeled statistically as a zero mean random process with covariance

matrix Σy,atm .

More precisely, the random process generating the APS can be described through a covariance matrix

Σy,atm if and only if its covariance function C is stationary in space and time. This means that C depends

only on spatial temporal separations d = s1 −s2 and t = t1 − t2 and not on the locations themselves [68].
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This assumption is frequently accompanied by the one of isotropy in space, where C does not depend

on the direction of d but only on its magnitude d = |d|.

In spaceborne InSAR studies, the APS covariance is further simplified by assuming lack of temporal

correlation [40], thus:

C (d , t ) =Cs (d)δ (t ) . (3.21)

Where δ (t ) is the Dirac delta function. The assumption of uncorrelatedness in time is justifiable be-

cause in spaceborne InSAR the acquisition repetition times are in the order of days, where it reasonable

to expect that the turbulent behavior in troposphere changed completely. This assumption is a par-

ticular case of the more general property of separability, where C is factorized in temporal and spatial

covariances:

C (d , t ) =Ct (t )Cs (d) . (3.22)

Separability implies that the spatial statistics are not a function of time; this assumption is theoretically

not entirely corrected. For example, it is not respected by Taylor’s hypothesis for atmospheric turbu-

lence [27, 28, 32, 33, 68–70]. In Taylor’s hypothesis, it is assumed that local atmospheric eddies are

advected by the mean wind v; so that the temporal covariance function can be written as:

Ct (d, t ) =Cs (d−vt ) . (3.23)

Despite its limitations, separability is very useful as it greatly simplifies fitting statistical models; more

practically, it radically reduces the size of covariance matrices since spatio-temporal interactions are not

allowed. To see why, consider the APS covariance matrix of the SLC phase vector— the discretization

of the covariance function of (3.22)—. In the stationary, separable case, this matrix can be written as

a Kronecker product of a P ×P spatial covariance matrix Σy,atm,s and of a N ×N temporal covariance

matrix Σy,atm,t [40, 71]. :

Σy,atm =Σy,atm,s ⊗Σy,atm,t . (3.24)

Using (3.13) the APS covariance matrix of the interferogram vector is:

Σz,atm = ĀΣy,atmĀT =

(I⊗A)
(

Σy,atm,s ⊗Σy,atm,t
)(

AT ⊗ IT
)

=

=Σy,atm,s ⊗
(

AΣy,atm,t AT
)

(3.25)

where the last step follows from the mixed product property of the Kronecker product.

In summary the considerations made above, together with the assumption of spatio-temporal separa-

bility lead to the following APS model:

1. Assuming the APS in the SLC phase vector to have a separable covariance, the APS in the interfer-

ogram vector has separable covariance as well. The estimation and correction of the spatially and

temporally correlated components can be performed separately.

2. The turbulent APS contribution in the interferogram phase vector has the same spatial covariance

matrix as the unobservable APS in the SLC phase vector. The covariance does not depend on the
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Figure 3.1: Illustration of the computation procedure for the spatio-temporal variogram, used to estimate the space-time co-
variance of the APS, Σy,atm . Assuming separability, the spatial covariance of the APS has the same structure as the covariance
of the interferograms and can be estimated as the spatial variogram averaged over all temporal baselines. The temporal vari-
ogram corresponds to the mean phase variance of the interferogram grouped by temporal lags.

acquisition times.

3. If a linear model is used to describe the stratified APS in the SLC phase, the stratified APS observed

in an interferogram can be described by a functionally identical model with different model pa-

rameters.

INVERSION STRATEGY

To summarize the findings of the previous sections, ǫz , the noise affecting the interferograms is assumed

to be a zero-mean Gaussian random vector with covariance:

Σz =Σy,atm,s ⊗
(

AΣy,atm,t AT
)

+Σz,decor r (3.26)

where Σy,atm,s is the P ×P matrix of the spatial APS covariance, Σy,atm,t the N ×N matrix of the tem-

poral APS covariance and Σz,decor r is the P M ×P M diagonal or block diagonal matrix of the decorre-

lation phase noise. Additionally, each interferogram is affected by a stratified APS predicted by a linear

model.

The following procedure is used to estimate the APS affecting the interferogram vector and to recon-

struct p:
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Estimated APS
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Figure 3.2: Schematic description of the two-step spatial APS mitigation and time-series inversion.

• For each interferogram l at time tl an estimate ǫ̂z,atm (tl ) of the spatially correlated APS is obtained

by regression-Kriging interpolation of the interferometric phases observed on a set of persistent

scatterers (PS) whose phase should not be affected by displacements. These estimates are sub-

tracted from the interferogram vector z, reducing the spatial correlation in the residual interfero-

gram vector zr es to an extent where it can be assumed to be negligible.

• The generalized least squared inversion for p can then be performed on the residual interfero-

gram vector zr es independently for each pixel, provided that the design matrix Ḡ can be written

as a block-diagonal matrix with P blocks and assuming each pixel i to be affected by a spatially

uncorrelated, temporal correlated APS and decorrelation noise contribution, which is assumed to

have a covariance matrix:
Σz,r es (i ) =Σz,t (i ) =

I⊗
(

AΣy,atm,t AT
)

+Σz,decor r (i ) .
(3.27)

The correction of the spatially correlated contribution ǫy,atm,s will be described in detail in subsec-

tion 3.2.2, while the pixel-wise GLS inversion to obtain estimates of the displacement parameters is

discussed in subsection 3.2.3.

A block diagram showing the general principle of the employed APS correction and inversion scheme is

shown in Figure 3.2. The next sections will be devoted to the discussion of the various steps used in this

approach.
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3.2.2 Spatial Correction of APS

REGRESSION-KRIGING

According to the model setup, the interferometric phase z (i , l ) at time tl and any location si is written

as the superposition of displacement phase and stratified and turbulent APS:

z (i , l ) = zdi sp (i , l )+ǫz,atm (i , l )

= zdi sp (i , l )+ǫz,atm,str at (i , l )+ǫz,atm,tur b (i , l )

= zdi sp (i , l )+Xβ (l )+ǫz,atm,tur b (i , l )

(3.28)

where X is a matrix of regressors, which are either functions of the coordinates si or measurement of

auxiliary variables at the same positions. β (l ) is the vector of unknown stratified APS parameters at

time tl and ǫz,atm,tur b is the turbulent APS.

The parameter vector β̂ (l ) of the stratified APS model can be estimated given prior information on the

distribution of displacement throughout the scene, which is easily inferred in the case of TRI monitoring

of fast moving alpine glaciers: the area undergoing displacement is of limited spatial extent and often

surrounded by features such as mountain flanks and rocks that are effectively immobile relative to the

flow of the glacier —which can be in the order of meters per days in the case studied in this paper—

.

To estimate β̂ a subset S of persistent scatterers (PS) from the P pixels in the interferogram is used; it is

assumed that their phase at any time only consist of the stratified and turbulent APS contributions, with

spatial covariance Σ
PS
z,atm,s . The best linear unbiased estimator of β (l ) is given by the GLS estimator [72–

74]:

β̂ (l ) =
(

XΣPS
z,atm,s

−1
X
)−1

Σ
PS
z,atm,s

−1
Xz

(

j , l
)

. (3.29)

where X is the matrix of regressors at locations s j j ∈ S, z
(

j , l
)

the vector of PS phases and Σ
PS
z,atm,s is the

spatial covariance of the APS between the PS locations. Using β̂ the stratified APS contribution at any

pixel i in the interferogram can be predicted:

ǫ̂z,atm,str at (i , l ) = X (i , l ) β̂ (l ) . (3.30)

However using (3.30) does not give predictions for the turbulent component of the APS, which is often

the dominant source of phase variability in the interferograms. Due to the spatial correlation of the APS,

it is reasonable to assume that the turbulent APS at a si close to a PS observation s j , j ∈ S is similar to

the residual (measured phase minus GLS prediction) of (3.29) at that PS:

ǫPS
r es

(

j , l
)

= z
(

j , l
)

−X
(

j , l
)

β̂ (l ) . (3.31)

The similarity should decrease with increasing distance from the PS as the spatial correlation drops. At

time l , the turbulent APS at si can be approximated as a weighted average of the GLS residuals ǫPS
r es at

the available PS s j , j ∈ S,

ǫ̂z,atm,tur b (i , l ) = w (l )ǫPS
r es (l ) (3.32)
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where w is a weight vector which is a function of the distances between si and s j , j ∈ S. Under these

conditions, the minimum variance, unbiased estimator for the turbulent APS is given by the Kriging

equation [53, 72]:

ǫ̂z,atm,tur b (i , l ) = vT
Σ

PS
r es

−1
ǫPS

r es (3.33)

where v is the vector of spatial APS covariances between z (i , l ) and z
(

j , l
)

, j ∈ S and Σ
PS
r es is the co-

variance matrix of the regression residuals at the PS. The predictor of the combined deterministic and

turbulent APS at any point si is then the regression Kriging estimator:

ǫ̂z,atm,s (i , l ) = x (i , l ) β̂ (l )+vT
Σ

PS
r es

−1
ǫPS

r es (3.34)

A similar approach is presented in [75], where intrinsic random functions (IRF-k)[76] are used to predict

the spatially correlated APS contribution from observations at a set of PS locations. This method is

similar to regression Kriging [77, 78], with the difference that in the form presented in [75] external

regressors cannot be employed [78].

In practice, to speedup the inversion of ΣPS
r es

−1
, only the K closest PS to any prediction point si are

used, since the farther an observation is located to a reconstruction point, the smaller its weight will

be. Furthermore, when the APS is extrapolated to the entire interferogram, the Kriging prediction is

computed on a grid whose spacing is larger than the interferogram pixel spacing and the gaps are filled

using a distance-weighted bilinear interpolator.

STRATIFIED APS MODEL

The choice of a model for the stratified APS component according to (3.30) deserves separate consid-

eration. Homogeneity and isotropy of the atmospheric refraction index distribution are commonly as-

sumed in the case of terrestrial interferometry, where the scene is often of limited size [42]. These as-

sumptions predict an APS proportional to the range distance from the radar [23, 42–44, 47]. To account

for spatial inhomogeneities in water vapor distribution, other authors propose polynomial models of

higher order, usually restricted to second order [43].

In situations with large variations in terrain height, the assumption of homogeneous atmospheric re-

fraction index is not suitable; in these cases atmospheric layering is modeled as a height dependent

component added to the above homogeneous model [45–47].

An alternative approach is to use weather parameters [38, 39] to model variations of the atmospheric re-

fraction index. However, given the large vertical extents expected when monitoring steep alpine glaciers,

from which significant vertical temperature and water vapor gradients can be expected and which are

not included in the models, and because no precise weather data is available, these models are not con-

sidered in this study. The models described in this section are summarized in Table 3.1. The selection

of a stratified APS model best fitting the measurement data is made according to an automatic proce-

dure:

The interferometric phases as the PS for a large set of interferograms are used to compute ordinary least

squares fit for each interferogram and model. The relative performance of the models considered is
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evaluated comparing the distribution of the Akaike Information Criterion (AIC)[80] and of R2 for the

models considered over the set of interferograms. It must be remembered that the model fit used in

model comparison are obtained with ordinary least squares (OLS) rather than with the optimal mini-

mum variance GLS estimator of (3.29). This approximate shortcut seems reasonable since the purpose

of this analysis is comparison of the relative performance of several models.

SPATIAL COVARIANCE MODEL

Computing the regression-Kriging prediction according to (3.34) requires knowledge of v, which is de-

rived from covariance of the APS between any two points in space si , s j . Theoretical considerations

from turbulence theory [29, 32, 33, 49, 70, 81] and data derived from GNSS or spaceborne SAR observa-

tions [28, 31, 49] are often employed to derive APS spatial structure functions [82] —variograms, correlo-

grams or periodograms— from which the covariance can be determined or approximated. Nonetheless,

the validity of these covariance models in the TRI case is uncertain, given the small number of studies

available, the large variability in acquisition setups and scene choice and also due to the fact that the

imaging geometry specific to TRI is very different to the one in spaceborne InSAR studies. However,

thanks to the assumption of spatio-temporal separability and isotropy, the spatial covariance function

can be estimated from the data using a variogram estimator:

γs (d) =
1

2 |N (d)|MPS

MPS
∑

l=0

∑

(i , j )∈N (d)

∣

∣z
(

j , l
)

− z (i , l )
∣

∣

2
(3.35)

where the sum index l runs over MPS interferograms at different temporal baselines. For each inter-

ferogram each the mean square phase difference between all PS with spatial separation d , given by the

index set N (d) is computed.

Since z is the interferometric phase difference at a fixed location, the empirical spatial variogram esti-

mator corresponds to the mean squared double phase difference —single difference in time and double

difference in space— over the set of all interferograms.

To reduce the estimation bias caused by the stratified component of the APS in z[83] the variogram γs

is estimated using on OLS estimation residuals of the stratified model [72]. From this empirical spa-

tial variogramγs , a variogram model is fitted using a nonlinear fitting procedure; the variogram model

is used to obtain an approximation v̂ of the covariance between observations and test points, which

can be used for the Kriging predictor. If a bounded spatial variogram model γs,m can be fit to the em-

pirical variogram estimate, the value of the spatial covariance function at any spatial lag is computed

with [74]:

Cs (d) = γs,m (∞)−γs,m (d) . (3.36)

Where γs ,m (∞) is the variogram sill, the value that the variogram attains at infinite spatial separation

between samples, which corresponds to the phase variance of the interferograms.

If spatial statistics of the APS are estimated from the data, it is advisable to strive for a spatially homo-

geneous distribution of PS, such that a homogenenous distribution of lags d between PS locations is

achieved, ensuring a reliable estimate of the spatial variogram. The imaging geometry particular to TRI
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should also be considered; both in real aperture systems and in SAR system using an antenna assembly

on a rail. In these cases, the images are acquired on a regularly spaced polar grid (r,θ). For this type

of sampling, care must be taken when variograms are estimated; the spatial lag d must be determined

using the distance formula for polar coordinates. A simpler approach is to first geocode the data using

a digital elevation model, and then to compute variograms in 3D Cartesian coordinates, where the true

distance between points can be computed. This is especially important in scenes with large variations

in elevation, because distances in the slant-range azimuth grid could substantially differ from the true

distances between points. This difference can hinder fair comparisons of empirical variograms with

theoretical structure functions derived from turbulence theory.

3.2.3 Temporal Inversion

TEMPORAL COVARIANCE MODEL

Even after removing the APS estimate from the interferogram vector, considerable phase variability in

time is observed in the residual interferometric phases [84, 85]:

zr es (i , l ) = z (i , l )− ǫ̂z,atm,s (i , l ) (3.37)

where ǫ̂z,atm,s is the regression-Kriging prediction of the spatially correlated APS, whose estimation is

detailed in subsection 3.2.2.

Caudff [84] reported residual phase variations after correcting the APS by interpolating the spatially low-

pass filtered phase observations of stable areas, a method similar to the Kriging interpolation proposed

in subsection 3.2.2 but which does not use the spatial covariance structure of the APS in the prediction.

In that case, the residual phases were observed to correlate with variation in the solar radiation.

Similar observations were made by Butt in [75], where after interpolating the APS observed at a set of

PS using Intrinsic Random Function Kriging (IRF-K), a significant residual phase error was observed,

especially for areas with a low density of PS. This was explained through the short correlation length of

the APS in space and its high temporal frequency.

Under the separable covariance model described in subsection 3.2.1, the residual APS in zr es (i , l ) is a

realization of a Gaussian random process ǫz,atm,t with no spatial correlation and a temporal correlation

matrix Σz,t , approximately the sum of a block diagonal matrix of APS and of a block diagonal or diagonal

matrix of noise contributions due to temporal decorrelation, as described in (3.27):

Σz,r es ≈ I⊗Σz,atm,t +Σz,decor r,t . (3.38)

This formulation is not exact because of the sparse distribution of the PS across the scene and the ap-

proximated covariance obtained from the variogram; a residual spatial correlation of the APS can be

expected. The residual error will increase with increasing distance from the PS; however for the sake of

simplicity this aspect has not been considered in this analysis.

If the noise in the corrected interferogram vector Σz,r es is assumed to be spatially uncorrelated, it is

only necessary to consider the temporal correlation of APS and decorrelation in the solution of (3.5).
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In this case, the temporal covariance structure is described a block-diagonal matrix Σz,r es , the sum of

the temporal APS covariance and of the decorrelation covariance (see (3.38)). Since Σz,r es is a block-

diagonal matrix, i.e the noise in zr es is not correlated across pixels, the problem of (3.5) can be solved

separately for each of the P pixels since G is a block-diagonal matrix of compatible size and shape, i.e

the displacement model does not include spatial dependence across different locations.

The APS covariance Σz,atm,t is estimated through Σy,atm,t using an experimental temporal variogram,

computed as the variance of the interferometric phases grouped by temporal baselines ∆T , as illus-

trated in Figure 3.1:

γt (∆T ) =
1

2 |N (∆T )|NPS

NPS
∑

l=0

∑

i∈N (∆T )

|z (l , i )|2 (3.39)

where N (∆T ) is the set of all interferograms with temporal baseline ∆T and z is the unwrapped interfer-

ometric phase. Thus the estimation of the temporal covariance of the APS requires to compute interfer-

ograms with all possible temporal baselines up to a reasonably long lag, even if only a subset of baseline

can be effectively employed for the inversion. This requirement is not as stringent as it may seem, since

only the interferometric phases at the PS are required, which can be computed efficiently.

Similarly, the decorrelation covarianceΣz,decor r can be derived from the SLC covariance matrixΣy,decor r [86]

and the incidence matrix A. In this paper the approach suggested in [40] is used to generate covariance

matrices for the decorrelation signal, assuming a Brownian decorrelation process:

• The interferometric coherence between two SLCs pixels y (i , tl ) and y (i , tl +∆T ) separated by a

time ∆T is modeled with an exponential decay γ (∆T ) = γ0e−∆T /τ. The observed coherence as

a function of temporal baseline ∆T is computed by averaging interferograms with the same ∆T ,

giving γ̂ (∆T ). The parameters γ0 and τ are estimated by minimizing
∣

∣γ̂ (∆T )−γ (∆T )
∣

∣[67].

• The model parameters are used to generate the coherence matrix of the SLC vector, Γ. Then Γ is

converted into the (incorrectly scaled) covariance matrix of the interferograms z using A. For a

pixel i :

Ωz,i =
1

2
AΓi AT . (3.40)

• Finally, Ωz is rescaled to a covariance matrix using the observed interferometric coherences and

the expression for the interferometric phase standard deviation of (3.16). For the i -th pixel, the

new matrix is:

Σz,decor r,i = DΩz,i D (3.41)

where D is a diagonal matrix with the j -th entry corresponding to
V ar [z j ,i ]
Ωz,i j j

.

To improve the robustness of the estimated decorrelation covariance matrix and to reduce computa-

tional load, γ0 and τ are binned in 30 classes and an average covariance matrix for each class is used in

the inversion instead of computing a single value for each pixel.

PIXEL-WISE GLS INVERSION

Thanks to the spatial correction of the APS described in subsection 3.2.2 the problem can be solved for

each pixel individually using zr es instead of z to yield the estimate p̂ for all times tl , l = 1...M at each
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location si :

p̂ (i ) =
(

GT
Σz,r es (i )−1 G

)−1

Σz,t (i )−1 Gzr es .
(3.42)

where Σz,r es (i ) indicates the i -th block of zr es corresponding to the i -th pixel.

The feasibility and robustness of the inversion described by (3.42) are heavily influenced by the interplay

of the available interferograms, controlled A and by the employed displacement model, chosen by p

through the design of M. In selecting A for high repeat rate observations of fast-moving terrain, one

must balance between computational and storage costs associated with computing and unwrapping all

the possible interferometric pairs and the unreliable phase information provided by interferograms with

large temporal baselines, that are prone to low coherence and phase wrapping. A conservative choice

is to combine only consecutive SLC images (known as interferogram chain) so that the master of the

l-th interferogram appears as the slave of the l +1-th interferogram. In this configuration, N −1 unique

interferograms are produced [21, 24, 87, 88]. An interferogram chain is convenient in combination with

a model assuming a constant velocity for each pixel, i.e p = v with v a P ×1 vector. In that case, phase

contributions that appear only once in a master SLC and in a slave SLC cancel each other in the GLS

solution, leaving only the contributions from interferograms at the beginning and end of the stack [66].

However, assuming a single velocity for the entire time-series negates the purpose of high repeat-rate

TRI monitoring, variations in displacement velocity are lost. On the other hand, an interferogram chain

is not advisable in combination with a model aiming at estimating the full history of N velocities for each

pixel, i.e M = IP N ,P N with v a P N -vector. This formulation likely results in unreliable estimates, as a just

one noise interferometric phase observation is available for each degree of freedom in the model.

Redundancy in the form of a simpler displacement model and of more interferometric pairs can im-

prove estimation robustness. Optimally, all possible measurements, here N (N−1)
2 interferometric pairs,

should be used; this permits to obtain maximum likelihood estimates for (N−1) unwrapped phases [67,

86, 89] as if they were computed from a single master acquisition. These ML-estimate can then be con-

verted into a displacement history with N − 1 times relative to one "virtual" master. This method is

technically not feasible in the case presented in this work, because the number of interferograms to

compute and store would be too large due to the quantity of available images; additionally decorrela-

tion and the fast flow of the glacier would make most of the constructed interferograms too noisy and

very challenging to unwrap. With a wavelength of 17 10−3 m and assuming a maximum velocity of 2 m
day

in the fastest parts of the glacier, phase wraps in the interferometric phase can be expected for SLC pairs

with a temporal separation of approximately 6min . Since the data is acquired with a repeat rate of 150s,

this would permit to form wrap-free interferograms between the l-th and the l +1-th and l +2-th SLC

at the most. However, such large displacement velocities are not expected to be routinely observed;

therefore a maximum temporal baseline of 500s seconds has been used. This choice should not result

in displacement-induced phase wraps except for the most severe surges in glacier velocity. A displace-

ment model forcing a constant velocity for a duration ts longer than the SLC repeat rate is used, such

that the interferograms can be divided into stacks where the velocity for each pixel is assumed constant.
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In this case, M is:

M = IP ⊗



















[

1 0 . . . 0
]

×Ns[

0 1 . . . 0
]

×Ns

...
[

0 . . . 0 1
]

×Ns



















(3.43)

where Ns is the number of (equally spaced) interferograms in each stack. The GLS solution obtained

with this model is a modified form of interferogram stacking [31, 33, 90], where a constant velocity for

each pixel is assumed for the entire duration covered by the interferograms. In the modified model

Ns velocities are estimated, using the parameter to control the balance between reliable estimates and

temporal resolution. In this study Ns = 16 was empirically selected, corresponding to about 30 min-

utes.
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Name Trend Comments References

Unprocessed φ=β0

No atmospheric trend is
modeled; included for
performance compari-
son.

-

Linear φ=β0 +β1r

Assumes homogeneous,
isotropic atmospheric
refraction index. This
model is applicable with
little topography and
small height extents,
where no stratification is
expected.

[42–44]

Quadratic Range φ=β0 +β1r +β2r 2
Models inhomogeneities
of refraction index as a
linear trend in range.

[23, 43]

Height dependent I φ=β0 +β1r +β2r h

Assumes an horizontally
isotropic and homoge-
neous troposphere with
vertical layers [79], re-
sulting in an exponential
dependence of refraction
index with height, which
is approximated to the
first order..

[45, 46]

Height dependent II φ=β0 +β1r +β2h2

Similar assumptions as
Height Dependent I, here
the horizontal and ver-
tical components of re-
fraction are considered
to be separable.

[47]

Quadratic 2D Range φ=β0 +β1r +β2θ+β3θr +β4r 2 +β5θ
2

Includes a lateral com-
ponent to model inho-
mogeneity of the atmo-
spheric conditions due
to the wide field of view
of the real aperture radar
imaging geometry. This
model is purely empiri-
cal.

Quadratic 2D Height φ=β0 +β1h +β2θ+β3θr +β4h2 +β5θ
2

Analogous to "Quadratic
2D Range" but replacing
the r with the h.

Table 3.1: Summary of stratified APS models employed in terrestrial radar interferometry.
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3.3 DATA

3.3.1 Device: KAPRI

The data used in this work was acquired with KAPRI [91, 92] (Ku Band Advanced Polarimetric Radar

Interferometer), a fully polarimetric version of GPRI-II [93];a Ku-Band portable terrestrial radar inter-

ferometer. Using a 2m long slotted waveguide array, an angular resolution of 0.385◦ is achieved, corre-

sponding to a ground cross-range resolution of 7m at a distance of 1km. Range resolution is based on

the dechirp-on-receive frequency modulated continuous wave (FMCW) architecture [94]. With a band-

width of 200MHz , a nominal distance resolution of 0.75m is achieved. However, since a windowing

filter is used to suppress processing sidelobes in the DFT-based range compression, the effective range

resolution is slightly larger at about 0.9m.

3.3.2 Bisgletscher 2015 Campaign

A series of KAPRI data spanning the period between July to late August 2015 was acquired from the

Domhütte mountain hut, at an altitude of 2940m, looking at the Bisgletscher on the opposite side of

the valley (see Figure 3.3), covering a range of distances between 4000 and 8000m . At these distances,

GPRI data have a cross-range resolution between 30m and 60m and a range resolution of approximately

0.9m. A SLC image was acquired every 150s; the repeat time is chosen to minimize temporal decorre-

lation and to avoid phase wrapping due to the rapid motion of the glaciers surface, estimated using

time-lapse camera to be as large as 2 m
day .

The dataset does not uniformly cover the duration of the measurement campaign due to a combination

of technical and logistical limitations:

1. The radar installation used the Domhüttes electrical power supply, consisting of solar panels sup-

plemented by a small hydroelectric plant. During times of high activity at the hut and of decreased

water flow to the hydro plant, the radar had to be disconnected form the supply. A buffer battery

permitted acquisition for approximately 6hours during these cut-offs. Despite these measures,

the alternative supply was not sufficient to ensure continuous operation during periods of longer

power cut-offs.

2. Nearly 200GB of SLC data was produced every day. To provide data download and control the

radar was connected to a Wi-Fi link provided by the PermaSense/X-Sense project [95]. However,

this link is designed to connect a low-power sensor network, which is expected to produce a much

lower daily data volume, downloading the entire radar data over this link was not possible. There-

fore, the SLC images were stored locally on a network attached storage (NAS) system connected

to the radar via an Ethernet connection. This proved insufficient because only an 100 MB
s Ethernet

cable was available locally; therefore the maximum daily data amount that could be transferred

from the radars own storage to the NAS was still smaller than the predicted daily amount. To

avoid running out of storage space on the computer controlling the radar, acquisitions were only

carried out for 12 hours a day, while the remaining time was dedicated to copying the data to the

NAS system.
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(a)
(b)

DomhütteReference

(d) (c)

Figure 3.3: Overview of the area under study. (a) Approximate location of the Bisgletscher in the Canton of Valais, Switzer-
land. (b) Image of the Bisgletscher as seen from the radar point of view at Domütte, with glacier outline drawn in purple. (c)
Geocoded average backscatter power map geocoded in Swiss map coordinates. (d) Locations of radar, glacier and reference
location for interferogram referencing, overlaid on 1 : 50000 scale topographic map. Geodata © swisstopo

From the acquired data, a subset of data is sampled for the analysis of the APS: 10 timestamps are cho-

sen randomly from the set of all acquisition timestamps. For each of these timestamps, all the SLC

closer than one hour are extracted and used for the subsequent analysis. The random sampling is used

to guarantee that different atmospheric conditions are represented in the study: they are presumably

influenced by the weather and the time of the day.

3.3.3 Data Processing

The acquired SLCs were coregistered to a common master acquisition by amplitude cross correlation,

to minimize loss of coherence. Interferograms are formed by complex multiplication, followed by 5×2

multilooking. A larger multilooking factor is used in range in order to minimize the loss of azimuth

resolution, which by virtue of the acquisition geometry increases linearly with slant range distance. The

interferograms were unwrapped using the minimum cost flow unwrapping algorithm and referenced to

a reference point corresponding to a stable rock face close to the glacier, as visible in Figure 3.3.

The persistent scatterers used to derive spatial and temporal statistics were detected using the intensity

mean to standard deviation ratio [50] on an SLC stack of 50 acquisitions and by removing the PS found

in areas known to be moving. The initial list of candidate PS was reduced to an approximately homoge-
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neous spatial PS density using the method described by [96], using the interferometric coherence with

respect to the first SLC in the stack as a quality measure.

The processing chain is automated using the Nextflow [97] dataflow engine, that allows a reproducible

analysis of the time-series.

3.4 RESULTS

3.4.1 Spatial Correction of APS

STRATIFIED APS MODEL
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Figure 3.4: a Boxplot of the of the Akaike Information Criterion (AIC) values for a selection of models described in Table 3.1.
To produce this figure, 400 interferograms were considered. Each of the models discussed was applied to every interferogram,
the AIC statistic was computed. The AIC is plotted as a color-coded histogram, the model whose AIC is lower is the one
whose performance is best relative to the other models it is compared with. b Boxplot of the R2 values for the models listed
in Table 3.1. The plot is obtained with the same procedure as a.

As discussed in subsection 3.2.2, the phase contribution of the atmospheric phase screen in the interfer-

ograms is modeled as the sum of a deterministic delay predicted by an atmospheric stratification model

and a turbulent atmospheric delay contribution, modeled as a Gaussian random variable.

In order to select the best performing linear model for the stratified APS phase ǫz,atm,str at , a statistical

model comparison on a large number of interferograms is made. For each interferogram l at time tl in

the network, an ordinary least squares (OLS) estimate for β (tl ) is computed for every linear model to

be compared among those described in Table 3.1. The model fit parameters β (tl ) alongside summary

statistics, such as the sum of residuals, the R2 value and the Akaike Information Criterion (AIC)[80]

are stored for each model run. The results of the numerical evaluation are displayed in Figure 3.4a as
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a boxplot of AIC values divided by model; each model is assigned a different color in the bar plot. A

statistical summary of R2 values is shown in Figure 3.4b using a similar visualization.

COVARIANCE MODEL FOR TURBULENT APS

0.0

2.5

5.0

7.5

10.0

0 1000 2000 3000 4000 5000

Spatial lag [m]

S
e

m
iv

a
ri

a
n

c
e

[ r
a

d
2
]

10
00

20
00

30
00

Temporal lag [s]

(a) Spatial marginal variogram. Each dot corresponds to
the empirical spatial variogram for one PS interferogram,
its color indicates the temporal baseline of that interfero-
gram. The black line is the mean variogram, surrounded
by a gray ribbon showing the standard deviation of the
individual variograms, while the blue line shows the fit-
ted exponential variogram used to compute the Kriging
predictions.
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Figure 3.5: Spatial and temporal marginal variograms derived from 1535 PS interferograms computed from 100 SLC acquisi-
tions. All possible interferogram up to a maximum temporal baseline of 120 minutes were computed and unwrapped.

The spatial correction of the APS contribution is performed by predicting the unobserved APS at the lo-

cations of interest s according to the regression-Kriging equation (3.34). The estimated APS is then sub-

tracted from the interferogram as in (3.37). The prediction at a point si requires the spatial covariance

of the APS between this point and the PS used as observations. As the true APS covariance is not known,

it is replaced with a covariance model derived from an experimental variogram, as illustrated by (3.36).

The variogram is computed by averaging individual spatial variograms obtained from a number of in-

terferograms, according to (3.35). These interferograms are generated using 100 SLC acquisitions, from

which all PS interferograms with a maximum temporal baseline of 120 minutes are formed.

The spatial variograms obtained from each interferogram are plotted as dots in Figure 3.5a, their color

encodes the temporal baseline. Assuming the validity of the separable covariance, there should be no

variation in spatial covariance between interferograms; this is tested empirically by plotting the stan-

dard deviation of the spatial variograms across realizations, shown in Figure 3.5a as the gray ribbon

around the averaged variogram, plotted as a dashed black line. An exponential variogram model, shown
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as a blue line, is fitted to the average.

REGRESSION-KRIGING

kriged lm unprocessed

A
P

S
A

P
S

+
C

o
h

C
o
h

O
L
S

n
o

−
1
.0

−
0
.5

0
.0

0
.5

1
.0

−
1
.0

−
0
.5

0
.0

0
.5

1
.0

−
1
.0

−
0
.5

0
.0

0
.5

1
.0

0

5

10

0

5

10

0

5

10

0

5

10

0

5

10

Estimated Velocity [m/day]

N
o

rm
a

liz
e

d
 F

re
q

u
e

n
c
y
 o

f 
O

c
c
u

re
n

c
e

binwidth: 0.025 m/day

Figure 3.6: Histogram of estimated velocities at non-moving location for different combinations of APS correction and time-
series inversion methods.
Each column corresponds to a spatial APS correction method: kriged is obtained using regression-Kriging, lm using the strati-
fied APS only while in the column unprocessed no spatial APS correction is applied. Across rows, different temporal covariance
models are used for the GLS time series inversion. In APS only the temporal covariance of the APS is considered, in Coh only
the covariance of the temporal decorrelation process, while APS + Coh uses both. In OLS no covariance model is used, while
in No the interferometric phases are converted in velocities.

The performance of the regression-Kriging spatial APS estimation is assessed by cross validation. A sec-

ond set of PS located on stable areas around the glacier, independent of those used to compute the RK

prediction was detected. The phases of each interferogram and the residual phase after removal of the

APS estimates at these points were extracted, converted into velocities and stored.

The results of cross validation as displayed as histograms in the no row of Figure 3.6, where they are

compared with uncorrected interferometric phases at the same locations, shown in the column unpro-

cessed and with interferometric phases corrected by subtracting the stratified APS contribution in the

column labeled LM.

The interferometric phases observed outside of the glacier should correspond to the APS only, because

on rocks no displacement is expected at the time scales of the interferograms. Therefore, the distri-

bution of the estimated velocities of stable targets can be used as a proxy for the APS correction qual-

ity.

3.4.2 Temporal Inversion

As explained in subsection 3.2.3, it is assumed that the APS correction using regression-Kriging removes

the spatial correlation of pixels; only the temporal correlation of pixels along the stack, attributed to the
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residual APS, described by Σz,atm,t , and the decorrelation, described by Σz,decor r , must be considered

in the GLS inversion, which can be now performed pixel by pixel.

TEMPORAL COVARIANCE MODEL

The Brownian coherence decay model parameters τ and γ0 were computed using a subset of the inter-

ferograms. These estimates are useful to quantify the rapidity of the decorrelation process and are used

to construct the covariance matrix Σz,decor r as described in subsection 3.2.3.

The estimates of γ0 and τ are plotted as a geocoded maps overlaid on a topographic map in Figure 3.7.

The second component of the temporal covariance is the covariance of the APS; assuming spatio-

temporal separability of the APS statistics Σy,atm,t is estimated from a temporal variogram using a set

of PS interferograms with increasing temporal baselines. Using this method, the variogram at lag t cor-

responds to the phase variance computed for all interferogram with temporal baseline t , as illustrated

in Figure 3.1.

The resulting temporal variogram is plotted in Figure 3.5b along with a fitted exponential variogram

model.

0.0 0.2 0.4 0.6 0.8 1.0
Short Term Coherence

(a) Estimated short term coherence γ0.

0 50 100 150 200 250 300 350
Time constant [min]

(b) Estimated time constant τ in minutes.

Figure 3.7: Estimated short term coherence γ0 (3.7a) and time constant τ (3.7b) parameters for the exponential coherence

decay model γ (∆t ) = γ0e
∆t
τ . The data was obtained by fitting an exponential model on average coherence maps binned by

temporal baseline. The outline of Bisgletscher is shown as a black polygon.

PIXEL-WISE GLS INVERSION

The pixel-wise GLS inversion performance is tested by the same cross-validation procedure described

in subsection 3.4.1. The phases at the same set of points described above are extracted, converted in

displacement velocities and plotted in Figure 3.6, in the row named OLS, Coh, APS+Coh, APS that rep-

resent four inversion approaches using different temporal covariance matrices:

• OLS: Ordinary least squares inversion, the temporal covariance matrix is set to the identity matrix.

• Coh: GLS inversion, temporal covariance only includes the Brownian decorrelation model.

• APS: GLS inversion, temporal covariance only includes APS.
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• APS+Coh: GLS inversion, temporal covariance according to (3.38).

The same plots are repeated across three columns (Kriged, LM, unprocessed), showing the combined

effect of different spatial APS removal techniques and temporal covariance models.

The average velocity at the non-moving location is expected to be close to zero with a small variance, as

they are derived from the interferometric phases of parts of the scene that do not displace significantly

at the timescales of the interferograms. A larger variance indicates a larger uncorrected APS contribu-

tion or a higher level of decorrelation, causing more phase noise.

A visual representation of the estimated velocity maps is shown in Figure 3.8 for a small selection of

times. Three maps obtained without spatial APS correction and using a pixel-wise OLS inversion are

displayed in Figure 3.8a. The same maps obtained with regression-Kriging and a OLS inversion are

shown in Figure 3.8b. Finally, in Figure 3.8c regression-Kriging is combined with GLS using a temporal

covariance considering both APS and decorrelation.

To inspect the spatial distribution of APS correction quality, standard deviation maps of the velocity

estimates were produced for all combinations of spatial APS correction and inversion approached de-

scribed above. These maps were prepared by computing the standard deviation of the velocity vector at

every pixel and projecting the result in map coordinates. They are shown in Figure 3.9.
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(a) No Spatial APS correction and OLS inversion.2015/07/14 23:58:07 0:33:07 

Reference

2015/07/26 13:57:51 14:32:51 
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2015/08/02 9:04:26 9:36:56 
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(b) Spatial APS correction using regression-Kriging and OLS inversion.2015/07/14 23:58:07 0:33:07 

Reference

2015/07/26 13:57:51 14:32:51 

Reference

2015/08/02 9:04:26 9:36:56 
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(c) Spatial APS correction using regression-Kriging and GLS inversion with full covariance model.
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Figure 3.8: time-series of estimated velocity maps for a subset of times. From left to right: July 14 2:33 CEST , July 26 16:32
CEST and August 2 11:36 CEST. (a) no spatial APS correction and OLS solution for the velocity. (b) spatial APS correction using
regression-Kriging combined with OLS inversion. (c) spatial APS correction using regression-Kriging and velocity inversion
with full covariance model (APS and decorrelation). The outline of Bisgletscher is shown in black.
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Reference

(a) No Spatial APS correction.

Reference

(b) Spatial APS correction with
stratified model.

Reference

(c) Spatial APS correction using
regression-Kriging.

The velocity in this group of maps was estimated from individual interferograms.

Reference

(d)

Reference

(e)

Reference

(f)

The velocity in this group of maps was estimated using OLS inversion on the corrected interferograms.

Reference

(g)

Reference

(h)

Reference

(i)

The velocity in this group of maps was estimated with GLS inversion and a temporal covariance model consider-
ing APS and decorrelation.

0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00

Standard deviation of the estimates LOS velocity [m/d ay]

Figure 3.9: Standard deviation maps of velocity estimates for different combinations of APS correction and velocity inversion
methods. From left to right: no correction, stratified APS model, regression-Kriging. From top to bottom: velocities estimated
from single interferograms, OLS inversion, GLS inversion with the APS+Coh covariance model.
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3.5 DISCUSSION
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Figure 3.10: Scatterplot illustrating the correlation between the slant range (r ) and height (h) used as regressors for several
models of atmospheric stratification listed in Table 3.1.

3.5.1 Spatial Correction of APS

STRATIFIED APS MODEL

The stratified APS contribution is predicted by a linear model; however it was difficult to decide a pri-

ori which of the models listed in Table 3.1 would be the most suitable for the situation analyzed in this

work. A statistical comparison of models on a group of interferograms was run, as described in subsec-

tion 3.4.1. Figure 3.4a displays a statistical summary of the Akaike Information Criterion (AIC) values,

while Figure 3.4b shows a similar summary of R2 values.

The AIC values are only meaningful in the relative sense: among the investigated model, the one with

the lowest AIC will have the best fit quality, in the maximum likelihood sense [80]. As shown by the

boxplots of 3.4a, all models have a very similar distribution of the AIC values over the interferograms

considered for the analysis, with the "Quadratic Height 2D" model showing the best AIC and the higher

R2 in Figure 3.4b. It appears that the very similar distributions of the AIC statistics across models could

be due to multicollinearity between the slant range distance and height variables in the linear regres-

sion, which is explained by the observation geometry shown in Figure 3.3: an increase in distance from

the radar corresponds to an increasing average elevation. The presence of multicollinearity is verified

empirically in Figure 3.10 by plotting r against h for the points used in the regression. The possibility

of multicollinearity seems realistic considering the correlation of r and h. In this case, either regressor

can be included in the stratified APS model but not both simultaneously; the 2D model including height

and azimuth angle was chosen for regression-Kriging as it showed the highest R2 in Figure 3.4b.
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COVARIANCE MODEL FOR TURBULENT APS

In Figure 3.5a, the individual spatial variograms obtained from a number of PS interferograms are shown

as dots colored by temporal baseline. Under the separable covariance model, increases in the temporal

baseline can only scale or offset the spatial variogram but not modify its shape [98]. Thus, the average

of individual spatial variograms is used to derive the spatial variogram model for the APS. Generally, all

variograms seem to display a similar behavior with an initial increase at short spatial lags followed by a

region of higher semivariance and larger variation in middle and then settling to a lower semivariance.

Only a moderate variation in variogram shapes and few outliers are observed across the interferograms:

these results suggest that the proposed separable covariance model is a sufficient approximation of the

APS covariance.

The choice of an exponential variogram model appears appropriate, given the reasonably good fit of the

model to the spatial variogram.

REGRESSION-KRIGING

The performance of APS prediction and removal using regression-Kriging is evaluated in Figure 3.6 in

the row named no by plotting the histogram of velocity estimates obtained from corrected interferogram

pixels on stable areas, as described in subsection 3.2.2. A reduction in phase variance is visible in com-

parison to the unprocessed interferograms (column unprocessed) and to the interferograms corrected

by only subtracting an estimate of the stratified APS (column lm). The latter result is consistent with the

poor performance of stratified APS model, as no mode was capable to explain the phase variance of the

APS, observed in the R2 plot of Figure 3.4b. Thus, most of the observed phase variation it should likely

be attributed to the turbulent APS.

An evaluation of the spatial distribution of the APS correction performance is made by computing

the temporal standard deviation of the estimated velocities, shown in Figure 3.9, subplots 3.9a, 3.9b

and 3.9c. If no spatial APS correction is applied (Figure 3.9a) and individual interferograms are inverted

to estimate velocities, a very high variance in the entire the scene is observed, with a minimum in the

vicinity of the reference point. This is because referencing the phase results in some APS mitigation by

virtue of the spatial correlation of the APS. If a linear model of stratification is used to correct the APS be-

fore estimating velocities from single interferograms, the overall variance is reduced, as it can be appre-

ciated in Figure 3.9b; however areas of high standard deviation are still observed. Finally, if regression-

Kriging is used, the standard deviation is much lower overall, however an area of high variance is still

observed in proximity of the glacier. A part of this variance is likely due to variations in glacier’s surface

speed over the course of time, while the remaining variation is probably the inherent regression-Kriging

prediction variance, which increases with increasing distance between observations and reconstruction

locations. In the case of the glacier the average distance between pixels on the glacier surface and the

nearest PS is larger than in the rest of the scene. A similar pattern is seen in theoretical variance maps

produced by the regression-Kriging procedure.

3.5.2 Temporal Inversion
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TEMPORAL COVARIANCE MODEL

The temporally correlated noise in the interferogram phase vector is modeled as the sum of a residual

APS plus the phase noise due to decorrelation. The latter is described with a Brownian motion model,

attributed to random motion of many scatterers in each resolution cell, resulting in an exponential de-

cay of the interferometric coherence γ.

The estimated exponential decay parameters are displayed in Figure 3.7; a very wide spread of the decor-

relation time constant τ is noticeable in Figure 3.7b, probably due to the variety of surfaces types, from

rocks to forests and glaciated areas.

The main area of interest is the surface of the glacier, outlined by the polygon, where a time constant

between 5min and 2hr is observed. This signifies usable phase information up to temporal baselines

of approximately 1 hour for the slower decorrelating areas, assuming a minimum coherence threshold

of 0.6. However, given the high probability of displacements producing phase wraps, it is generally not

advisable to include interferograms with such long temporal baselines in the inversion.

On the other hand, the spatial variability in the short-term coherence γ0, which roughly corresponds

to the mean coherence at the shortest temporal baseline of 150s , is lower (see Figure 3.7a). Areas

that show a low short-term coherence correspond chiefly to vegetation and regions of low backscatter

intensity, while the estimate over the glaciers tongue displays high coherence, suggesting the suitability

of the chosen repeat time of 150s for this study. The other component of the temporal covariance matrix

is represented by the temporally correlated contribution of the APS, which is estimated by an empirical

variogram, as discussed in subsection 3.2.3. The experimental variogram is displayed in Figure 3.5b

together with an exponential variogram model fit; it appears that the semivariance rapidly increases and

settles after about 500 seconds. This result suggests that the APS is not significantly correlated in time

at the timescales of the acquisition rate of 2.5min. Specific experiments —for example by observing

a single location at high repeat rate— would be necessary to determine the decorrelation time of the

APS.

PIXEL-WISE GLS INVERSION

When both components of the temporal covariance matrix are estimated, the inversion for the esti-

mated velocity is performed according to (3.42). An assessment of inversion quality is made with the

same cross-validation method employed to evaluated spatial APS removal, shown in Figure 3.6.

All temporal inversion approaches result in a lower variance of residual velocities for stable areas com-

pared to the inversion of the velocity performed on individual interferograms. The differences in per-

formance among various temporal covariance models appear not to be significant, with both cases con-

sidering either the decorrelation or the APS only showing a very similar residual distribution as the OLS

inversion. A possible reason could be the poor fit of the Brownian coherence decay model to the PS that

were used for cross-validation. It seems reasonable that these pixels correspond to persistent scatterers

and not collections of randomly moving scatterers, that are usually considered the source of exponen-

tial coherence loss. Similarly, including the APS covariance model seems not to significantly reduce

the estimation variance; this could be due to the short temporal range, as observed in Figure 3.5b: af-

ter 500s the semivariance already attains a value very close to the sill, implying that the APS between
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temporally close acquisitions is not significantly correlated: to notice significant correlation a closer

temporal sampling would be required. Thus, in this case including the temporal APS covariance model

in the pixel-wise inversion does not significantly change the estimation performance and the covari-

ance model could be reduced to the one used for spaceborne InSAR [40], where the APS is assumed

uncorrelated in time.

An analysis of the general pattern of the estimated 2D velocity fields can be made considering the plots

in Figure 3.8. In Figure 3.8a the velocity maps were generated directly from uncorrected interferograms,

by converting the phases into daily displacement velocities. While these map seem to capture the main

spatial patterns of motion, with the highest velocities observed at the glacier tongue and near the upper

and lower icefalls, a significant overestimation of displacements on areas located outside of the glacier,

which should not appreciably move during the timespan covered by the acquisitions, is observed. This

overestimation is presumably caused by the uncompensated APS and can lead to misinterpretations

of the velocity maps. A reduction of apparent velocity outside of the glacier area (shown in black) is

observed in Figure 3.8c, obtained by estimating and removing the APS using regression Kriging and

then applying the pixel-wise GLS inversion with the APS+Coherence covariance model.

The spatial distribution of correction and estimation quality is shown in Figure 3.9 in the second and

third row, where the temporal standard deviation of velocity estimates for several combinations of APS

correction and covariance models used for the GLS inversion is shown. As already seen in the velocity

histograms in Figure 3.6, there seems to be very little difference in estimation variance between the

solution obtained combining regression-Kriging and an OLS inversion (3.9f) and the GLS solution con-

sidering the temporal correlation due to the APS and to the decorrelation signal (3.9i). This result is

to be expected given the short correlation time of the APS, as observed by the means of the temporal

variogram in Figure 3.5b.

3.6 CONCLUSIONS

This paper is a study of the atmospheric phase screens (APS) in Ku-Band terrestrial radar interferom-

etry. The APS is one of the most important factor affecting the precision of displacement estimates in

radar interferometry. While for spaceborne SAR interferometry a vast literature of approaches for APS

modeling and mitigation is available, only few studies are dedicated to the APS in terrestrial radar inter-

ferometry.

This study contributes to close this research gap by addressing several aspects of the modeling and cor-

rection of APS for terrestrial radar interferometry. To do so, this paper proposes an expansion of the tra-

ditional APS model tailored to TRI. The former model —a combination of a stratified atmospheric con-

tribution and of a temporally uncorrelated, spatially correlated stochastic term describing turbulence—

is modified by allowing the APS to be correlated in time to account for the short revisit times. To reduce

its complexity, the covariance structure of the turbulent component is assumed to be stationary in space

and time and separable. Under this assumption, covariance model parameters are fitted by performing

marginal spatial and temporal variogram analysis on a large set of interferograms acquired at different

times.
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This framework is the foundation of a method for APS correction based on an interferogram stack, from

which a set of persistent scatterers (PS) known not to undergo displacement is first determined. The

interferometric phase observations at these PS — assumed to contain solely an APS contribution—

are used to extrapolate the APS to a regular grid covering the interferograms using regression-Kriging,

which accounts for both a model of atmospheric stratification and for the spatial correlation of the

atmospheric turbulence. Since separable spatio-temporal statistics are assumed, the interpolation is

performed using a single covariance function for the entire stack. By this method, a phase calibrated

stack is obtained, where the residual nuisances, namely unmodeled APS and decorrelation are assumed

to be spatially uncorrelated. In this manner, a pixel-wise generalized least squares estimator using the

temporal covariance model can be applied to the phase-calibrated stack to estimate displacement rates,

reducing the computational load since spatial correlations are assumed to be removed by the Kriging-

based APS phase calibration step.

The proposed approach is tested using a Ku-Band radar dataset over the Bisgletscher glacier, south-

western Swiss Alps. Regression analysis using a set of persistent scatterers (PS) located on stable areas

shows that stratification models have a poor ability to explain a significant portion of the phase vari-

ance caused by the APS, highlighting the importance of statistical description of the turbulent APS.

Variogram analysis suggest that a separable spatio-temporal covariance model is a sufficient approxi-

mation for the case considered in the study and that the APS only shows a weak correlation in time. The

spatial covariance function derived from this analysis is used for the regression-Kriging APS phase cal-

ibration, whose performance is evaluated by estimating the residual velocities at locations known not

to be affected by displacements. This analysis shows a significant reduction in phase variance after the

regression-Kriging based phase calibration. The same performance analysis is repeated with the output

of the time-series inversion applied on the stack of calibrated interferograms. The results show an ad-

ditional reduction in residual phase variance, at the cost of a coarser temporal resolution caused by the

choice of a simplified displacement model.
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Terrestrial Radar Interferometers (TRI) are complimentary to spaceborne SAR systems for deformation

monitoring in natural terrain: they permit shorter revisit times and greater flexibility in acquisition mode

and timing. The additional diversity offered by polarimetric data can also be beneficial for TRI observa-

tions because polarized waves are sensitive to the dielectric and geometrical properties of the scatterers;

thus polarimetric data may permit to distinguish different scattering mechanisms in a resolution cell

while at the same time estimating terrain displacements.

However, the polarimetric scattering signatures of natural surfaces at Ku-Band are not as well character-

ized as the ones at longer wavelengths, owing to relative rarity of full polarimetric systems operating in

Ku-Band. The latter is frequently employed in TRI to obtain a fine azimuth resolution while limiting the

physical size of the system.

This paper aims at assessing the potential of polarimetric measurements in Ku-Band TRI through an

empirical study of polarimetric scattering signatures of natural surfaces using two datasets acquired over

a glacier and in an agricultural scene.

The main finding of this analysis is that the Cloude-Pottier entropy is high for all land cover types; it is

only observed to be less than 0.5 for very bright scatterers such as buildings and individual rocks. This

behavior is explained through a combination of depolarizing scattering from natural surfaces and the

effect of the wavelength to resolution cell size ratio, causing the presence of several different scatterers in a

resolution cell.
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4.1 INTRODUCTION

4.1.1 Motivation

Polarimetric modes are an interesting add-on to imaging radars: the sensitivity of polarized electromag-

netic waves to the geometric and dielectric properties of the objects with which they interact permits

distinguishing scattering mechanisms within a resolution cell, to characterize their scattering behavior

and potentially to estimate environmental parameters. Example applications of polarimetric radar data

are land cover classification [2, 3], the estimation of soil moisture and the reconstruction of snow and

vegetation properties and structures [4–12].

While polarimetric data acquired from air-[13–16] and spaceborne sensors [17, 18] has been studied

and employed in the last three decades [19], there exists only few polarimetric terrestrial radar interfer-

ometers [20–33].

Terrestrial radar interferometers are a mature technology which found applications in the monitoring

of unstable slopes [34–39], glaciers [40–50], snow [51, 52] and subsidence in urban areas [25, 53, 54]. A

thorough review of these systems and their application is presented in [35, 55]. Compared to air- and

spaceborne SAR, these systems are relatively inexpensive and permit greater flexibility in the acquisi-

tion modality and schedule; they are very suitable for the monitoring of small, fast changes in difficult

terrain.

Some polarimetric TRI systems are documented in the literature; RISKSAR [20–27] an X-Band full po-

larimetric SAR mounted on a motorized rail is the most exhaustive examples: the polarimetric data was

employed to improve the spatial density of persistent scatterers in urban areas and to optimize the tem-

poral phase stability of the selected pixels. A rail-based system operating in C-Band is presented in [28];

a polarimetric analysis of an urban scene acquired with it is shown in [31, 32]. In [29, 30] another system

operating from L- to X-band is introduced, which is used in different configurations to produce polari-

metric imagery and study the scattering behavior of trees and tree stands [11, 12], crops [56] and the

effect of changes in soil moisture [57].

The polarimetric TRI cited above are operated between L- and X- band at wavelengths between 30cm

and 3cm, the same wavelengths employed in the majority of air- and spaceborne polarimetric SAR

systems. In contrast to these devices, KAPRI [58] —the real-aperture polarimetric TRI at the center

of this paper— is designed for operations in Ku-Band, at a wavelength of 17mm. The choice of a shorter

wavelength is imposed by two aspects: Firstly, KAPRI is a real-aperture radar; this design requires a short

wavelength to achieve a good azimuth resolution while keeping the antenna’s size small enough for easy

transportation and installation. Secondly, a short wavelength is beneficial for zero-baseline differential

interferometry as it increases the sensitivity to deformation for short repeat-time observations.

However, since KAPRI uses a wavelength relatively unexplored in SAR polarimetry —both in the TRI and

in the space- and airborne case—, an assessment of Ku-band polarimetry is necessary to understand

the applicability of the common polarimetric scattering models and the method derived thereof to the

acquisition scenarios — in terms of repeat time, geometry, resolutions and wavelength— encountered

in Ku-Band polarimetric terrestrial radar interferometry.



121

4.1.2 Contributions of This Paper

This paper presents a polarimetric analysis of two datasets acquired with KAPRI, a Ku-Band terrestrial

radar interferometer. One dataset covers the Bisgletscher glacier and the surrounding alpine terrain, in

the southwestern Swiss Alps, while the other dataset covers urban and agricultural terrain near the city

of Bern.

In both datasets a high Cloude-Pottier entropy parameter H and high crosspolar backscatter power are

observed for the majority of the land cover types. Four different interpretations for these observations

are proposed:

in the first hypothesis, the entropy is attributed to the presence of depolarizing scattering mechanisms.

Likely physical mechanism for depolarization are found by relating the observed parameters with the

terrain types using land cover classification data, aerial photographs and, in the case of one polari-

metric time-series dataset, with temperature measurement from a nearby automatic weather station

(AWS).

Other than physical scattering interactions, three alternative hypotheses for the high entropy are pre-

sented and tested. They are: 1. the effect of measurement noise, 2. target mixing caused by spatial

averaging 3. mixing of the responses of several scatterers in the resolution cell.

The results of the analyses performed in this paper suggest that a combination of depolarizing scattering

from natural surfaces together with the short wavelength and large resolution cell size are the likely

cause of the observed entropy.

4.2 METHODS AND DATA

4.2.1 Radar: KAPRI

KAPRI (Ku-Band Advanced Polarimetric Radar Interferometer)[58] is a Ku-Band polarimetric real aper-

ture radar developed on the base of the GPRI-II radar [59]. GPRI was originally designed as a terres-

trial radar interferometer (TRI) for slope instability monitoring using differential interferometry. While

the latter employs vertically polarized antennas, KAPRI was modified by the manufacturer by adding a

group of horizontally polarized antennas and switching circuitry to acquire polarimetric datasets.

Before analyzing the polarimetric signatures of different terrain types, it is necessary to prepare the

acquired raw data by accurately processing it into SLC (single-look complex) images and to apply po-

larimetric calibration to it, so that the estimated signatures match the true polarimetric response of the

observed targets. To understand the processing and calibration principles employed for KAPRI data, it

is instructive to first consider the main hardware characteristics of this device.

KAPRI operates at 17.2GHz, corresponding to a wavelength of 0.17m. Distance resolution is obtained

using a 200MHz chirp, processed with the deramp-on-receive FMCW architecture [60], giving a range

resolution of 0.75m. Resolution orthogonal to the line of sight is obtained by scanning a 2m-long slotted

waveguide antenna having a beamwidth of 0.385◦ with an azimuthal drive: this is shown schematically



122 CHAPTER 4. POLARIMETRIC ANALYSIS OF NATURAL TERRAIN OBSERVED WITH A KU-BAND TRI

Figure 4.1: Typical full-polarimetric antenna arrangement for KAPRI. The upper two antennas are the transmitters in the
vertical and horizontal polarizations. Two pairs of vertical and horizontal receiving units are installed on the bottom half of
the tower assembly. The two blue dots represent the locations of the equivalent phase centers for the upper and lower H H

channel, the red dot the phase center location for the V V channel. The tower assembly is rotated about its center with an
angular velocity ω by the motor, producing two-dimensional images resolved by range using a frequency modulated chirp
and by angle with the narrow fan beam having beamwidth θ3dB .

in Figure 4.1. In this configuration images are acquired on a polar grid, with trapezoidal resolution cells

whose cross-range size increases linearly with distance from the radar: the ground resolution in cross-

range is 8m at a distance of 1km.

The hardware characteristics of KAPRI are summarized in Table 4.1.

4.2.2 KAPRI Data Preparation and Calibration

For a correct polarimetric analysis it is very important that radar data is processed and calibrated in

order to be free of systematic biases. The methods employed for this purpose are described in detail in

another publication [58]. The following paragraphs provide a short overview of the procedure for the

benefit of the reader.

KAPRI is based on a dechirp-on-receive FMCW architecture, where the system transmits a chirped

continuous wave signal; the backscatter signal received by the antenna is then mixed with the trans-

mitted chirp, producing a modulated signal whose beat frequency is proportional to range. This beat

signal is digitized and range profiles are reconstructed using a Fourier transform [58, 61]. To obtain

two-dimensional images, a series of range profiles at different antenna azimuth angles are acquired,

resolving the scatterers by their range and by their angle thanks to a narrow fan beam emitted by a slot-

ted waveguide antenna, as illustrated in Figure 4.1. However, during the chirped the relative phasing
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Parameter Value

Modulation FM-CW (250 µ s to 16ms chirp duration)
Center frequency 17.2GHz
Bandwidth 200MHz
Range resolution 0.95m 3dB resolution −26dB peak sidelobe ratio (PSLR)
Azimuth 3dB beamwidth 0.385◦

Elevation 3dB beamwidth 35◦

Polarization fully polarimetric, selectable TX and RX polarization
Polarimetric Isolation better than 30dB
Residual copolar phase imbalance less than 10◦

Table 4.1: This table summarizes the most important hardware parameters of KAPRI.

of the radiation emitted at the antenna’s slot change, causing an antenna mainlobe squint [62] leading

to the degradation of range and azimuth resolution. To correct this effect, the raw data acquired in the

chirp frequency-azimuth angle domain (often called fast time and slow time respectively) is processed

with a frequency-azimuth interpolation to correct for the squint before the range Fourier transform,

producing squint-free SLC (single look complex) data. After squint compensation and range compres-

sion the SLC data must be corrected with an azimuth matched filter to remove the azimuth phase ramp

caused by the eccentric motion of the antenna’s phase centers as the antenna are mounted offset from

the motor’s center of rotation. This correction is done according to the procedure detailed in a previous

publication [58].

The four polarimetric SLC channels are coregistered by interpolation using the H H channel as a ref-

erence. Coregistration is necessary to correct the 0.18◦ antenna mainlobe pointing difference between

the horizontally and the vertically polarized antennas. However, the pattern misalignment reduces the

signal-to-noise ratio (SNR) for HV channel by 1.8dB with respect to the SNR for the copolar channels

because the transmit and receive patterns do not fully overlap.

KAPRI uses separate transmitting and receiving antennas for the H and the V polarizations to minimize

polarimetric crosstalk. The antennas are installed vertically spaced on a metal truss attached to the

azimuth drive, as shown in Figure 4.1. Because of the spatial separation of the equivalent polarimet-

ric antenna phase centers —as shown by the diagram in Figure 4.1 where the equivalent phase center

locations for the H H and V V for the upper receiver are displayed as blue and red dots respectively—

the entries of scattering matrix S acquired in this configurations will have a different absolute phase.

Therefore, phase differences computed from channels whose phase centers are not at the same height

will contain a phase contribution proportional to the terrain topography and to the baseline, that is

the separation of the channels. A method to remove this contribution from a single look polarimetric

covariance matrix C was presented in [58]. The method was latter modified to operate on scattering

matrices: the absolute topographic phase is estimated using two channels with the same polarization

located at two ends of a baseline; then unwrapped, rescaled to the baseline between each channel’s

phase center and the reference phase center placed at the location of the top transmitting antenna and

subtracted from the channel’s phase.

After removal of the topographic phase, the polarimetric and radiometric calibration parameters deter-
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mined using the dataset and procedure described in a previous publication [58] are applied to S.

Finally, radiometric normalization is applied by dividing the entries of the scattering matrix S with the

pixel area factor, determined using an external digital elevation model geocoded in radar azimuth-range

coordinates [63, 64]. This last procedure generates a scattering matrix where the intensities of the pixels

correspond to the equivalent normalized radar crossection σ0.

4.2.3 Datasets

The polarimetric analysis presented in this work is made with two datasets acquired in 2015 and 2016

in two regions of Switzerland. The first data was taken in the summer months of 2015 during a glacier

monitoring project in the Mattertal, an Alpine valley in the Southwestern Swiss Alps, canton of Valais.

The second dataset was acquired in September 2016 during a calibration experiment at the "Chutzen"

location, on the top of the "Belpberg" hill, near the town of Münsingen, Canton of Bern, Switzerland.

Details of these two datasets are discussed individually in the next subsections.

BISGLETSCHER DATASET

The data was acquired during a project to monitor the flow velocity of the Bisgletscher [65] glacier in

the Mattertal valley, Canton of Valais, Southwestern Swiss Alps. The device was installed in the prox-

imity of the Domütte mountain hut, where the electrical power supply for the hut and a Wireless LAN

communication and control link used by the PermaSense/X-Sense project [66] were available.

From its location at the hut, KAPRI was overlooking the Bisgletscher on the other flank of the valley at

distances between 3000m and 8000m, where the terrain is covered by glaciers, rocks, scree, short vege-

tation and sparse forests at lower altitudes. An overview of the scene is given by the aerial photograph

of Figure 4.2a.

The campaign was carried out in the summer months of 2015, between the second half of July and

September with acquisitions spaced 2.5min from each other. Because of data transmission and storage

limitations, acquisition were only made for 12hr each day.

Only a subset of the whole time-series could be analyzed: processing the entire dataset would have

exceeded our current storage and computation capabilities. Therefore, the week between July 10 and

July 17, 2015 was chosen. For each of these days, 10 acquisition times (6:00, 7:00, 8:00, 9:00, 10:00, 12:00,

14:00, 15:00, 16:00, 18:00 UTC) were used.

An averaging window of 20 pixels in range and 2 in azimuth is used to estimate the polarimetric covari-

ance matrices used to extract polarimetric parameters; the choice of a rectangular window with such a

high aspect ratio is dictated by the polar acquisition geometry: if too many azimuth pixels are used in the

averaging, the angular resolution would be severely degraded and pixels representing widely different

targets on the ground would have been averaged together; however enough independent samples are

necessary for a robust estimate of the second order statistics. This choice gives a multilooked resolution

cell size of 20×50 meters at a slant range of 6000m in the center of the scene.
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(a) Overview map for Bisgletscher

Mi 1, Grass and herb vegetation

Bi 4, Glacier, perpetual snow Lä 1, Granular soil Lä 2, Closed forest

Bi 1, Glacier, perpetual snow Bi 2, Solid rock Bi 3, Glacier, perpetual snow

(b) Excerpts for Bisgletscher ROIs

Figure 4.2: 4.2a 0.25m resolution orthophoto of the Bisgletscher test site The ROIs used for the polarimetric analysis are
overlaid to the image in dark blue and are assigned a short alphanumeric code. 4.2b shows zooms-in of each ROI, including its
full name according to the SWISSNAMES placename inventory and the land cover class from the NOLC04 land use statistics.
The alphanumeric codes in 4.2bcorrespond to to the first two character of the ROI’s name followed by an increasing number.
(Geodata ©swisstopo).

CHUTZEN DATASET

Unlike the Bisgletscher dataset where a long time-series has been acquired, only one fully polarimetric

acquisition is available from the Chutzen site.

The name of the dataset is taken from the hill above the town of Münsingen and the in the vicinity of

Bern, Switzerland where KAPRI was installed. The data covers slant range distances between 50m and

3km. An aerial photograph of the scene is shown in Figure 4.3a.

This measurement was taken for calibration and validation purposes; to this end five trihedral corner

reflectors (TCR) —of which three have triangular faces with 40cm side length and two have cubic faces

with the same size— were placed at distances between 70m and 3km from the radar. More details on

these issues, the acquisition campaign and the polarimetric calibration are found in [58].

4.2.4 Polarimetric Analysis

To study the polarimetric signatures of different terrain types, a number of standard polarimetric pa-

rameters are derived from the polarimetric covariance and coherency matrix T and C:

• Backscatter coefficients σ0
H H ,σ0

HV , σ0
V H
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(a) Overview map for Chutzen

Mo 1, Grass and herb vegetation Mü 1, Buildings Sealed surfaces Ut 1, Closed forest

Er 1, Consolidated surfaces Go 1, Grass and herb vegetation Hi 1, Grass and herb vegetation

(b) Excerpts for Chutzen ROIs

Figure 4.3: This figure shows the geographic situation of the Chutzen dataset. 4.3a displays an overview of the area using
a 25cm resolution ortophoto. In 4.3b zoomed in photographs corresponding to the ROIs used for the polarimetric analysis
are shown. The title of each panel gives the ROI’s land cover type according to the NOLC04 land cover survey and its name
according to the SWISSNAMES Swiss placename inventory (Geodata ©swisstopo).

• Normalized backscatter: polarimetric channels divided by the total backscatter power (span).

ri =
σi

0
∑

j=H H ,V V ,HV ,V H
σ

j
0

. (4.1)

• Cloude-Pottier decomposition parameters [67]: entropy H , anisotropy A, mean α angle.

• Copolar coherence: phase and magnitude of the complex H H−V V correlation coefficientγH HV V .

• γ(H H−V V )−(H H+V V ): coherence magnitude between the first two components of the Pauli scatter-

ing vector, corresponding to the normalized T12 entry of the polarimetric coherency matrix.

The Cloude-Pottier parameters provide a measure of the type and uniqueness of polarimetric scatter-

ing mechanism observed in a pixel; this information is independent of the total backscatter power. The

entropy H is particularly important: a high entropy indicates the presence of several scattering mecha-

nisms in a pixel and a higher degree of scattering randomness.

The polarimetric backscatter coefficients are interesting from several applications; they have been

linked to variations in environmental parameters: vegetation parameters such as water content [68],

snow properties [69–72], soil moisture and roughness [73–75] to cite some examples.

The normalized backscatter is included because it permits to remove the dependence of the parameters

on the total backscattered power, allowing for a better interpretation of the relative contributions of

polarimetric channels.
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γ(H H−V V )−(H H+V V ) is the coherence between the H H +V V and H H −V V components of the Pauli

scattering vector; corresponding to the normalized T12 element of the polarimetric coherency matrix

T. This parameter is an indicator for the presence or absence of rotational and azimuthal scattering

symmetries [76]; in[4] it was shown that this coherence is correlated with the surface roughness through

the X-Bragg (extended-Bragg) scattering model.

The copolar (H H −V V ) coherence phase and magnitude have been linked with several physical quan-

tities; for example the depth of fresh snow [6], the anisotropy of ice and snow particles [77], properties

of snow and firn [78] and several properties of the vegetation cover [5].

Because the two datasets are different in temporal sampling —Bisgletscher data being a time-series and

Chutzen a single snapshot in time— the results of the polarimetric analysis are displayed differently. In

the former case, both the spatial and the temporal variability of the parameters needs to be addressed,

while in the latter only their spatial distribution within the ROIs and in the scene are of interest. For this

reason, results for the two datasets are discussed separately in the next section.

Data processing is automated with Nextflow [79], a scientific workflow management system, to ensure

consistent and reproducible analyses.

For each dataset a number of polygonal region of interest (ROIs) are selected over the extent of the data,

each representing different terrain features. These ROIs are drawn in a GIS software on a 0.25m or-

thophoto (SWISSIMAGE 25 by Swisstopo) of the investigated area, ensuring that each polygon only

consist of one land cover type (Ice, Rock, Forest, Scree, etc); the land cover type according to the

NOLC04 [80] land cover statistic is then automatically added to the polygons and each ROI is assigned

a name taken from the nearest feature in the SWISSNAMES geographic name inventory provided by

Swisstopo (Federal Office For Topography and Cartography).

Finally, these polygons are converted to range-azimuth coordinates using a geocoding lookup table gen-

erated with an external DEM.

The shape of the ROIs is shown in the map of Figure 4.2a and Figure 4.3a where they are assigned a short

alphanumeric code; detailed excerpts of the aerial photograph showing individual ROIs with their land

cover class and full name are displayed in Figure 4.2b and Figure 4.3b.

4.3 RESULTS

The results of the polarimetric analysis are described individually for the two datasets in the following

subsections. First, the variability of the parameters within the ROIs, between land cover types and —in

the case of the Bisgletscher time-series— are addressed. This discussion is followed by an analysis of

parameter maps covering the spatial extent of the whole dataset, to assess the presence of large-scale

patterns that could have been overseen in the relatively small ROIs.

4.3.1 Bisgletscher
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ROI-BY-ROI ANALYSIS

An assessment of the variability of the selected parameters in time and within the ROIs is made by

plotting them as a time-series. Dots are used to mark the mean value inside each ROI at any time,

vertical bar show +/−1 standard deviations from the mean. A smoothed mean line is superimposed to

the plot to facilitate the detection of temporal trends. Each panel of the plot shows the time-series for

an individual ROI, with the title giving the code corresponding to the codes shown in Figure 4.2a; These

short codes are derived from the first three characters of the name shown in each panel of Figure 4.2b

and a sequential number.

In the following sections, a detailed description of these time-series is provided; the description is made

ROI-by-ROI: all parameters for a particular ROI are commented together to facilitate later interpreta-

tions of the observed variations.

• "Bi 1" is classified as "Glacier, Perpetual Snow" in the land cover map; this is verified by visual

inspection of the map shown in Figure 4.2b. The polygon is located on the lower icefall of Bis-

gletscher.

The mean entropy in the ROI (Figure 4.4b) decreases in the course of time, dropping from 0.75

to 0.6. Its spatial variability is rather large and tend to increase over time. The mean α angle

(Figure 4.4a) drops as well, starting from 50◦ and decreasing to about 35◦; always showing a small

spatial variability. The values of entropy and α place "Bisgleschter 1" between the Zone 6: Medium

Entropy Surface Scattering and Zone 4: Medium Entropy Multiple Scattering zones of the classifi-

cation scheme suggested by Cloude and Pottier.

The copolar coherence magnitude (Figure 4.4d) shows an increase very similar to the decrease in

entropy; going from 0.75 in average to 0.85; the copolar phase difference is very stable in space

and time and stays at about 45◦.

The γ(H H−V V )−(H H+V V ) coherence likewise shows a similar increase but with a relatively high

spatial variance.

The backscatter power (Figure 4.5b) shows a large spatial variation; the mean copolar backscatter

increases in time, from −35dB to −30dB; the crosspolarized backscatter does not vary as strongly

in time and only slightly drops. The normalized backscatter (Figure 4.5c) better shows this behav-

ior: at first the backscatter is dominated by the crosspolarized signal, after July, 12th the copolar

backscatter increases and peaks on July 17.

These variations are not significantly correlated with the air temperature as observed at the "Zer-

matt" automatic weather station (AWS) (see Figure 4.5d).

• "Bi 2" is assigned the land cover class "Solid Rock", it is located on a rocky mountain face. The

orthophoto shown in Figure 4.2b confirms the classification.

The entropy H varies very little within the ROI, its mean is stable at around 0.8 showing a slight dip

on July 17. This behavior is seen in the mean α angle as well, whose spatial variance is small; its

mean drops from 50◦ to about 45◦. In the Cloude-Pottier classification this would signify a move
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between Zone 5: Medium Entropy Vegetation Scattering and Zone 4: Medium Entropy Multiple

Scattering.

The copolar coherence magnitude displays again an increase from 0.5 to 0.6 on July 17; its spatial

variance however is rather large. The copolar phase difference shows a small spatial variance and

remains stable over time.

γ(H H−V V )−(H H+V V ) shows a large spatial variance and again a slight increase towards the end of

the time-series.

The backscatter power is dominated by crosspolarized backscatter and has a small spatial vari-

ance; it periodically drops over the course of a day and shows a larger drop towards July 17. The

backscatter ratio on the other hand is stable, showing a dominant HV component; the second

most important contribution is H H , which is at least 2dB larger than V V . All three backscat-

ter coefficients show a correlation with the air temperature measured at the automatic weather

station.

• "Bi 3" is marked as "Glacier, Perpetual Snow" in the land cover classification; the ROI is located

on the lower tongue of Bisgleschter. The aerial photograph shows several crevasses in this region:

they may not correspond to the glacier’s surface at the time of acquisition since the glacier is

constantly flowing and breaking off.

The mean entropy is about 0.75 with a drop of 0.1 over the course of July 17th. Its spatial variability

remains always small. The α angle displays a similar pattern; its mean dropping from 50◦ to 45◦,

indicating a change between Zone 6: Medium Entropy Surface Scattering and Zone 5: Medium

Entropy Vegetation Scattering.

The copolar coherence magnitude is stable at about 0.7 for most of the time and shows an increase

of 0.2 on July 17. Its spatial variance is always large at 0.2. The coherence phase on the other hand

is stable with low variance at around 50◦.

γ(H H−V V )−(H H+V V ) shows a behavior similar to the copolar coherence magnitude.

The backscatter is predominantly cross polarized with a large spatial variance of 20dB, diurnal

patterns are seen: the radar cross section decreases slightly over the course of each day. The

power ratio is stable and confirms the main contribution to be from the HV channel, with a slight

decrease on July 17. The copolar channels are equal in power. All channels correlate similarly with

air temperature measured at the Zermatt weather station.

• "Bi 4" is classified as "Glacier, perpetual snow"; it is located on a small hanging glacier on the

flanks of Weisshorn at an elevation of approx. 4000m.

The mean entropy in this ROI is 0.75 with small spatial variability; a slight decrease is observed

on July 16 followed by an increase over the course of July 17. The α angle has a small spatial

variance; its mean shows some oscillations in time, for example on July 13 and on July 17; similar

to the oscillations observed for H . In all cases, the observed values are assigned Zone 6: Medium

Entropy Surface Scattering in the Cloude-Pottier classification scheme.
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The average copolar coherence magnitude never drops below 0.6, albeit with a large spatial vari-

ability. Small cyclical variations in the course of each day are observed. The copoplar phase is

shows little intra-ROI variability, its mean starts at −50◦, increasing to −40◦ on July 17.

γ(H H−V V )−(H H+V V ) again shows a similar pattern.

The backscatter is predominantly crosspolarized; the copolar channels have very similar values

and are in average at least 5dB weaker than HV ; they show a larger spatial variance than the

crosspolar backscatter. The power ratio shows a global increase in HV power, albeit with period-

ical diurnal decreases.

The backscatter coefficients are not strongly correlated with air temperature.

• "Lä 1" is assigned "Granular Soil" in the land cover classification; this is confirmed by the aerial

photograph: the ROI contains only glacial till.

High entropy with low spatial variability is observed in this region: the mean entropy is always

higher than 0.75. α is 0.55◦ in average until July 17th, when it drops to approximately 45◦. These

values of H and α would imply a Cloude-Pottier classification in the Zone 6: Medium Entropy

Surface Scattering.

The copolar coherence magnitude is stable at 0.6 with a large spatial standard deviation of 0.25;

it increases on July 17 to slightly above 0.75. The copolar phase shows a pattern similar to these

observed in the other ROIs and is stable in time at around −50◦.

The coherence γ(H H−V V )−(H H+V V ) is at 0.5 with large spatial variance and follows the same tem-

poral pattern as the copolar coherence.

The backscatter is predominantly crosspolarized, HV is 5dB stronger than the copolar backscat-

ter until July 17, where it drops significantly, almost reaching the level of the copolar backscatter.

The decrease in crosspolarized power is well visible in the basckatter power ratio plot. All channels

show a decrease during the course of every day; but the ratios within the days are stable except

for July 17th.

The backscatter does not strongly correlate with temperature.

• The land cover type for "Lä 2" is "Closed Forest"; the aerial photograph shows a sparse forest next

to the Randa rockslide, growing on scree with individual large boulders.

The entropy is high at 0.75 and shows little spatial and temporal variability; α displays a similar

pattern; its mean is at 55◦, slightly decreasing on July 17. These observations correspond to Zone

6: Medium Entropy Surface Scattering in the Cloude-Pottier scheme.

The backscatter is strongly crosspolarized; its spatial variability is small and diurnal variations can

be seen. The backscatter ratio is constant over time with a slight drop on July 17. All polarimetric

channels are strongly correlated with air temperature.

• "Mi 1" is marked as "Grass and Herb vegetation", the aerial photograph shows a surface covered

in short grass with some exposed slabs of rock.
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The entropy of this ROI is high at 0.75 with very little temporal or spatial variability. α likewise

does not vary significantly and is always at 55◦ in average. These values correspond to Zone 6:

Medium Entropy Surface Scattering in the Cloude-Pottier segmentation of the H-α plane.

The coopolar coherence magnitude is 0.5 in average, with a spatial variance of 0.3. Some intra-

day variation is observed. The copolar phase difference is low at about −15◦ and does not show

temporal patterns.

γ(H H−V V )−(H H+V V ) is around 0.3 with large spatial variance and slightly increases towards the end

of the time-series.

Once more the HV channel is stronger than the copolar channel by about 5dB; likewise the V V

channel is stronger than the H H channel. All channels show a small spatial variability; diurnal

decreases in backscatter can be observed for most days. The normalized backscatter ratio on the

other hand is very stable.

All polarimetric channels correlate negatively with the air temperature.

SPATIAL DISTRIBUTION OF PARAMETERS

The results of the polarimetric analysis show that —except for the backscatter— the parameters do not

considerably vary over time for most of the ROIs. Therefore, by selecting one date and plotting their

spatial variation as maps, it is possible to analyze their large scale behavior over the entire scene.

These plots should help to assess whether the selected ROIs are representative and if there are spatial

trends at scales larger than those captured by the ROIs. For this analysis an acquisition on July 14 is

used.

In the entropy map (Figure 4.6a) the difference between areas located in radar shadow and the rest of

the scene is visible; the locations of shadow are seen in the Pauli RGB composite in Figure 4.6c as the

dark areas in the upper part of the image.

Except for this, no large trends can be distinguished; the entropy appears to be between 0.6 and 1.0

over the entire scene. Very few areas where the entropy is low and spatially smooth can be identified. A

region of lower entropy is visible in the center of the scene; this part corresponds to the glacier which

appears dark blue in the Pauli RGB composite. The α angle is high throughout the image and only shows

an area of lower values in the center, in correspondence with the glacier. Except for the radar shadow,

no areas where α is higher than 60◦ are observed.

Outside of the glacier, where surface scattering appears dominant (blue-violet in the Pauli RGB com-

posite), HV backscatter (green color in the Pauli RGB) is predominant, which is consistent with the

observation of dominant HV backscatter made in subsection 4.3.1.

Finally, subplot 4.6d display the magnitude of γ(H H−V V )−(H H+V V ), the coherence between the first two

component of the Pauli scattering vector, corresponding to the normalized T12 entry of the polarimetric

coherence matrix. This parameter is an indicator for the presence of rotational and azimuthal scattering

symmetries [76] and is shown to correlate with surface roughness [4].
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(c) Copolar coherence phase.
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(d) Copolar coherence magnitude.

Figure 4.4: Temporal and spatial variability of (a) mean α, (b) Cloude-Pottier entropy H , (c) copolar phase difference and (d)
copolar coherence for all ROIs in the Bisgletscher data. The vertical lines around each point display +/-1 standard deviation
for that data within the ROI, computed over all the pixels in that ROI, the dots the mean and the blue line shows a smoothed
trendline.

The highest values of γ(H H−V V )−(H H+V V ) are observed in correspondence of the glacier, in the middle

of the scene; they appear to correlate with areas appearing blue in the Pauli RGB composite and where

the entropy and α show the lowest values.

4.3.2 Chutzen
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(a) γ(H H−V V )−(H H+V V ): coherence magnitude between
the first two components of the Pauli scattering vector,
Bisgletscher dataset.
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(b) Spatio-temporal variability of backscatter in dB.
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(c) Spatio-temporal variability of normalized backscat-
ter.
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(d) Backscatter against air temperature as measured by
the "Zermatt" automatic weather station.

Figure 4.5: Temporal and spatial variability of several parameters in the ROIs of the Bisgletscher data. The panels show:
(a) magnitude of γ(H H−V V )−(H H+V V ), (b) backscatter in decibel, (c) normalized backscatter and (d) backscatter versus air
temperature measured at the "Zermatt" weather station. The vertical lines around each point display +/−1 standard devia-
tion for that data within the ROI, computed over all the pixels in that ROI. The red, blue and green lines in the backscatter plots
encode the polarization.
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Figure 4.6: Cloude-Pottier entropy H (a), (b) mean α , (c) Pauli RGB composite and (d) magnitude of γ(H H−V V )−(H H+V V ) for
the Bisgletscher dataset. The parameters were estimated with a 20×2 boxcar filter.

ROI-BY-ROI ANALYSIS

Since no time-series is available for the "Chutzen" dataset, the ROI-wise analysis will be performed on

2D histograms of the Cloude-Pottier parameters and on histograms of the polarimetric backscatter, of
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the copolar coherence and of γ(H H−V V )−(H H+V V ).

The H-αhistogram grouped by ROI are shown in Figure 4.7; the histograms of the polarimetric backscat-

ter in Figure 4.8a, the histogram of γ(H H−V V )−(H H+V V )in Figure 4.8d and those of the copolar coherence

magnitude and phase in Figure 4.8b and Figure 4.8c.

• The land cover map classified "Er 1" as "Consolidated Surfaces". This is confirmed by the aerial

photograph in Figure 4.3b showing an urban settlement and some industrial buildings. The 2D

Cloude-Pottier histogram of Figure 4.7 displays a large variance in both α and entropy. The mean

entropy is about 0.75 and the mean α angle 50◦.

γ(H H−V V )−(H H+V V ) shows a large variance too, with a median about 0.5.

The copolar coherence has a similar distribution, the copolar phase shows a wide distribution

with a negative skew.

The backscatter distribution is broad and all polarizations have a very similar distribution.

• "Go 1" ’s land cover type is "Grass and Herbs"; in the aerial photograph two different crops are

visible; however at the time of the radar acquisition the crops may have been different.

The median entropy is 0.75, the median α 35◦ and the distribution is concentrated. These values

would place the scattering in the ROI in Zone 6: Medium Entropy Surface Scattering of the Cloude-

Pottier classification.

γ(H H−V V )−(H H+V V ) is concentrated around 0.15, the copolar coherence is concentrated with a

mean of around 0.75 and the copolar phase difference shows a narrow distribution around 0.

The distribution of backscatter is very narrow; the mean V V backscatter is 2dB higher than the

V V backscatter, the mean crosspolar backscatter is between them.
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Figure 4.7: Cloude-Pottier H-α histogram for the Chutzen dataset. The title of each panel corresponds to the ROI’s name as
shown in Figure 4.3b.
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(c) Copolar coherence phase.

Mo 1 Mü 1 Ut 1

Er 1 Go 1 Hi 1

0.
00

0.
25

0.
50

0.
75

1.
00

0.
00

0.
25

0.
50

0.
75

1.
00

0.
00

0.
25

0.
50

0.
75

1.
00

0

1

2

3

4

0

1

2

3

4

 γ(HH−VV)−(HH+VV) magnitude

D
e
n
s
it
y

(d) γ(H H−V V )−(H H+V V ) correlation coefficent

Figure 4.8: Histograms of: (a) polarimetric backscatter coefficient, (b) copolar coherence magnitude, (c) copolar coherence
phase and (d) coherence magnitude of γ(H H−V V )−(H H+V V ). The title of each panel indicates the short code of each ROI
plotted in Figure 4.3b.

• "Hi 1" has the same classification and appearance as "Go 1".

The median entropy is 0.75 with a distribution skewed towards higher values; the median α is 55◦

with some outliers at higher α angles. The distribution is generally wider than in the previous

case. Considering the median values of H and α, the Cloude-Pottier classification would assign

Zone 4: Medium Entropy Multiple Scattering to this ROI.

The median γ(H H−V V )−(H H+V V )is 0.3 with a heavily right tailed distribution, the copolar coher-
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ence distribution is skewed towards high values, with a median around 0.6 while the copolar

phase difference has a narrow distribution with a negative median.

The V V backscatter is slightly larger than V V , the median HV backscatter is larger than both.

• "Mo 1" is again classified "Grass and Herb Vegetation"; the aerial photograph shows a cultivated

field with a single type of crop. However, once again it must be reminded that these images are

not necessarily representative of the state of the crops at the time of the radar acquisition and can

only provide a general idea of the land cover type expected in each of the ROIs.

The median H is 0.75; the distribution appears skewed towards lower entropy, with outliers as

low as 0.3. The median α is 30, some outliers at lower values are seen as well. According to the

median values, this region should be classified as Zone 6: Medium Entropy Surface Scattering in

the Cloude-Pottier scheme.

The median γ(H H−V V )−(H H+V V ) is 0.3; its distribution tends towards lower values; no pixels above

0.55 are seen, the copolar magnitude distribution is very concentrated at around 0.8. The copolar

phase difference distribution is very narrow around 0.

The backscatter is predominantly copolarized, the median V V is slightly larger than H H . The

crosspolar backscatter shows a smaller dispersion, its median value however is smaller than the

copolar channels.

• "Mü 1"’s land cover is "Buildings, Sealed surfaces". Inspection of orthophotos shows a residential

area with regularly arranged houses surrounded by gardens with several individual trees.

The Cloude-Pottier histogram displays a very wide distribution with α predominantly concen-

trated in the lower half; however a clear center cannot be identified. Low entropy and low α out-

liers can be observed.

γ(H H−V V )−(H H+V V ) shows a similarly wide distribution, a mean value cannot be discerned. Sim-

ilar patterns are observed for the copolar coherence; the distribution appears skewed towards

higher values while the phase distribution is wide with a negative median.

The distributions of H H and V V are almost identical, the median HV is 5dB lower; its distribu-

tion is more concentrated than the one of the copolar channels.

• "Ut 1"’s land cover class is recorded as "Closed Forest"; the classification is verified by checking

the orthophoto that shows a mostly dense forest.

The median H is slightly below 0.75; α is 60◦; the distribution is concentrated in the right-upper

half of the Cloude-Pottier plane, placing the ROI in the Zone 4: Medium Entropy Multiple Scatter-

ing region.

γ(H H−V V )−(H H+V V ) shows a median value of 0.3, its distribution however is quite wide; the copo-

lar phase shows a similar wide distribution. The copolar phase difference distribution is very wide

and centered around 0.

The backscatter is predominantly crosspolarized; its median is close to 10dB stronger than the

copolar channels. The distributions show a very similar shape for all channels.
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SPATIAL DISTRIBUTION OF PARAMETERS
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Figure 4.9: (a) Cloude-Pottier entropy H , (b) mean α, (c) Pauli RGB composite and (d) magnitude of γ(H H−V V )−(H H+V V ) for
the Chutzen dataset . The parameters were estimated with a 20×2 boxcar filter.

The entropy estimated in the Chutzen dataset is shown in Figure 4.9a; its is generally lower than the
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one observed in the Bisgletscher data and is spatially more granular: several low-entropy points can be

observed in "Mü 1" and "Erl 1" as well to the immediate top right of "Hi 1". As observed for the other

dataset,several areas of low entropy correspond to locations in radar shadows, visible in the Pauli RGB

composite of Figure 4.9c.

The mean α angle is lower than in the Bisgletscher data as well at about 45◦, as seen in Figure 4.9b. Pixels

of very low α are seen, many corresponding to the pixels of low entropy observed previously. Likewise,

pixels with α close to 90◦ are observed too, corresponding to low-entropy pixels. All these points match

with very bright features in the Pauli RGB composite; on the aerial photograph they correspond to indi-

vidual buildings.

The map of γ(H H−V V )−(H H+V V ) is displayed in Figure 4.9d; a correlation with the entropy is visible:

points of low entropy appear to have a very high coherence value, while in the rest of the scene the

coherence is low.

4.4 DISCUSSION

The most important results of the polarimetric analysis is the observation of an overall high entropy as

displayed by the Bisgletscher entropy map in Figure 4.6a and in Figure 4.9a for Chutzen. In the latter

case the entropy is observed to be lower than 0.5 for individual buildings of large scattering cross section

in the urban areas.

The α angle is rarely lower than 45◦ for any of the ROIs; both parameters do not show large temporal

variation in the Bisgletscher time-series plot (see Figure 4.4a and in Figure 4.4b).

These values indicate that the dominant scattering mechanism in both scenes is in the range between

Zone 4: Medium Entropy Multiple Scattering and Zone 6: Medium Entropy Surface Scattering of the

Cloude-Pottier classification.

A considerable amount of crosspolarized backscatter is observed for most of the ROIs in addition to the

high entropy —see Figure 4.5 for Bisgletscher, and the histogram in Figure 4.8a for Chutzen—. This is

visible in the Pauli RGB composites: large portions of both images appear green.

This combination of high entropy and crosspolarized backscatter points at the presence of depolarizing

scattering mechanism [76].

This is realistic considering the dominant land cover types encountered in both areas —ice, gravel, veg-

etation canopies— whose scattering behavior at Ku-band can presumably be well approximated by ran-

dom media.

However,other mechanisms not related to the scattering media are also known to increase the observed

entropy [81]. Thus, four hypotheses ought to be considered for the analysis of the polarimetric signa-

tures:

1. The dominance of depolarizing scattering mechanisms

2. A significant noise contribution.
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3. Mixing of heterogeneous pixels in the multilooking process.

4. Mixing of many polarized scattering processes in a resolution cell.

In the next section the way these effect can increase entropy estimates is discussed and their likeliness

is assessed.

4.4.1 Depolarization

Depolarization in the theory of scattering entropy [76] is the situation where electromagnetic waves

scattered from targets illuminated by fully polarized waves are partially polarized, i.e when they contain

a stochastic contribution. This means that the polarization vector of the backscattered wave fluctu-

ates stochastically. Such a scattering process can not be described by the scattering matrix S, statistical

parameters are needed to characterize these types of scattering interactions.

Coherent polarimetric radars only measure the fully polarized component of the backscattered signal

i.e the scattering matrix S, thus in a strict sense they cannot directly observe depolarization. However, it

is possible to use the scattering matrix data to estimate statistical descriptors for depolarizing scattering

mechanism. To do so, it is necessary to assume ergodicity of the scattering process; i.e assuming that

different samples of S acquired at different locations or times represent independent samples of the

same scattering process [76]. In coherent SAR polarimetry this is done by computing the polarimetric

coherence or covariance matrices T or C from S and averaging the result in space assuming that adjacent

pixels belong to the same distributed target or extended target, i.e a scatterer whose spatial extent is

larger than a single resolution cell. This is usually assumed to hold for natural surfaces, for example

vegetation or soils.

At least three physical mechanisms creating depolarization in (low-frequency) polarimetric radar data

are found in the literature [67]:

• The first is caused by Rayleigh scattering from a volume of anisotropic spheroidal particles with

random locations and orientations [67, 76]. The field scattered by each individual particle is fully

polarized, but the coherency matrix obtained as the average over the distribution of these parti-

cles will have more than one nonzero eigenvalue and will thus behave as a depolarizer. Shape and

orientation of the particles influence the amount of depolarization: a cloud of random isotropic

spheres will not produce depolarization while a cloud of random dipoles is the strongest depolar-

izer [76, 82]. The amount of depolarization is also influenced by the ratio of wavelength to particle

size and to the resolution cell size: using a system able to perfectly resolve each scatterer no de-

polarization will be observed; as the wavelength to cell size ratio increases, depolarization will be

increasingly observed due to the averaging effect of a coarser resolution.

• A second way in which scattering interactions can generate depolarization is through multiple

scattering in a cloud of spheroidal particles [83–85], where in addition to the direct backscatter

from each individual element, the model considers interactions between scatterers up to an order

n. When multiple scattering interactions are modeled, a cloud of symmetric, spherical particles

results in depolarization. Generally, the level of depolarization increases rapidly as higher order

interactions are considered [76].
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• A third mechanism generating depolarization is surface scattering from a rough surface [4, 76]:

depolarization is caused to the average of polarized scattering —predicted by the Bragg (or Small

Perturbation Method, SPM) surface scattering model [86]— over a distribution of surface facet ori-

entation, the so-called Extended Bragg or X-Bragg scattering. Its applicability for high frequency

polarimetric radar applications is not clear: the X-Bragg is a low frequency approximation, which

is considered valid for surfaces whose root-mean -square (RMS) height s [87] is small compared

to the wavelength; the limit is usually taken to be at ks < 0.3 where k is the wavenumber. At Ku-

Band, the latter is 367m−1, while for agricultural soils a RMS roughness between 0.3cm and 4cm

is reported [73, 88, 89]. With these parameters, it seems that the X-Bragg model could still be

realistic, at least for the smoother soils.

The results for the two datasets analyzed in the previous section will be discussed individually in the fol-

lowing subsections, trying to explain the observed parameters in terms of land cover types and surface

properties with reference to the depolarizing mechanism just described.

BISGLETSCHER

In the following list the time-series plots shown in subsection 4.3.1 will be interpreted ROI-by-ROI with

the help of the orthophotos of Figure 4.2b and the land cover classification data, linking the observations

to land cover types and changes in environmental parameters at the light of the depolarizing scattering

mechanisms mentioned above.

• "Bi 1" is classified as glacier in the land cover map; it is located in the middle of the lower icefall

of Bisgletscher. The ice surface appears covered in crevasses. In this ROI the mean entropy is ob-

served to be between 0.75 and 0.65 with a slight downward trend; its spatial variation at any time

is relatively high. The α angle shows a similarl decrease from 50◦ towards 35◦. These parame-

ters correspond to mechanisms between Zone 5: Medium Entropy Vegetation Scattering and Zone

4: Medium Entropy Multiple Scattering of the Cloude-Pottier classification scheme. In this clas-

sification scheme the α angle was explained with the dominance of dipole-like scatterers such

as needles and branches, while the entropy is attributed to a wide, random distribution of the

scatterer’s orientation angles. However, the penetration depth of Ku-Band EM radiation in wet

ice —as it can be encountered on a glacier’s surface in summer— is almost zero, thus scattering

from anisotropic ice crystals from within the ice volume appears to be unlikely under these condi-

tions, while significant penetration can be expected for dry conditions [90–92]. The high copolar

coherence magnitude signals that the presence of volume scattering is debatable: polarimetric

coherencies for a random volume are expected to be much lower, around 1/3[93].

Medium entropy surface scattering, appears to be a more convincing explanation for the observed

values of α and H especially at the light of the observed high copolar coherence magnitude, low

copolar phase dispersion; the low level of crosspolarized backscatter and the similar magnitude

of the H H and V V backscatter coefficients. The increase in γ(H H−V V )−(H H+V V ), together with

decreasing values of H and of the crosspolar scattering power could be related with decreasing

surface roughness [4].
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• "Bi 2" is entirely located on a steep mountain face; in the aerial photograph the rock appears en-

tirely snow-free; to confirm that it was the case during the acquisition times, low-resolution auto-

matic camera photos acquired from the radar’s location were inspected as well as webcam photos

located near the "Längenflueberg 1" ROI, showing no appearance of snow during the timespan

analyzed. This should explain the temporal and spatial stability of the polarimetric parameters. In

this case the dominant scattering mechanism would probably be medium entropy surface scat-

tering. Given the high crosspolar power and the entropy, the surface would probably be very

rough; this may explain the lower γ(H H−V V )−(H H+V V ) compared to "Bisgletscher 1"[4].

An alternative explanation for the observed entropy and α would be the presence of many in-

dividual even bounce scattering processes in a resolution cell, for example between individual

boulders much smaller than the pixel’s size; this corresponds to Zone 4: Medium Entropy Multiple

Scattering in the Cloude-Pottier classification. This hypothesis is supported by the observation

of a stronger H H component compared to the V V power, a signature typical for even-bounce

scattering.

This ROI shows one of the highest entropy observed: this could perhaps be attributed to the pres-

ence of several scattering mechanism at the same time.

The observed diurnal variations in the backscatter power are presumably related to changes in

moisture driven by changing level of solar irradiation [69, 71, 94, 95]; however owing to the lack of

better ground measurement a conclusive interpretation cannot be made.

• "Bi 3" is classified as glacier in the land cover map; the aerial photograph shows that the polygon is

mostly covered in crevasses and that the ice is gray; presumably covered in debris. This factor, to-

gether with the short wavelength make significant penetration in the ice volume appears unlikely:

at Ku-Band a penetration depth in the order of meters is observed at best with very dry snow and

ice [96, 97]. This in turn would imply that volume scattering from the glacier ice should be ex-

cluded as an explanation for the observed high entropy and HV backscatter; this is supported by

the relatively high copolar coherence magnitude, which is not expected of a random volume.

Medium entropy scattering from the rough surface would be a more plausible mechanism gener-

ating the observed levels of entropy and α; the lower relative HV contribution compared to "Bi 2"

and the slightly higher γ(H H−V V )−(H H+V V )would suggest a less rough surface.

The diurnal variations in backscatter power are probably related to change in the ice surface water

content, which in turn are correlated with solar radiation, which drives changes in air temperature

as well.

• "Bi 4" is located on a small hanging glacier on the flanks of Weisshorn; the observed values of en-

tropy and α at around 0.75 and 55◦ respectively suggest the classification in the Zone 4: Medium

Entropy Multiple Scattering of the Cloude-Pottier classification. Considering that the snow sur-

face appears smooth in the aerial photograph and given the high altitude of this ROI, scattering

contribution from the ice volume is more likely than in the lower ROIs; this hypothesis would be

supported by the dominance of crosspolarized backscatter and by the lower copolar magnitude

and its wider distribution compared to the previous ROIs on the Bisgletscher. The lower value
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of γ(H H−V V )−(H H+V V ) compared to the previous glacier ROIs could be another piece of evidence

in favor of this explanation: a random volume is rotationally invariant [98]; thus a lower coher-

ence is expected. The diurnal backscatter fluctuations are presumably connected to changes in

the snow wetness; however the backscatter seems to only marginally correlate with temperature.

However, the weather station used for the comparison is located in Zermatt, much lower on the

valley; it is likely that the ice in "Bi 4" is at lower temperature than measured at the weather sta-

tion. It is plausible that backscatter variations are related to icefalls and new crevasses opening

on the surface of the hanging glacier. However, due to the lack of ground truth, this interpretation

cannot be tested.

• "Lä 1" is considered "Granular Soil" in the land cover classification; this is confirmed by the aerial

photographs, which show that the entire ROI contains only glacial till. The entropy in this ROI

is stable and high at around 0.75, the α angle in average 55◦; these values again would suggest

a classification in Zone 4: Medium Entropy Multiple Scattering. As no vegetation is present, the

two most likely mechanisms generating high entropy here would multiple scattering from a dense

packing of individual boulders [2] or surface scattering from a very rough surface. The low value of

γ(H H−V V )−(H H+V V ) could indicate an azimuthally symmetric scattering process, as would be ex-

pected from a random medium; this would be the case for both mechanisms described above. The

higher level of H H backscatter compared to V V would suggest the dominance of even-bounce

scattering, as already remarked in "Bisgletscher 2"; the difference in backscatter coefficients could

explain the lower copolar coherence.

Diurnal variations in backscatter are again observed; they presumably relate to changes in soil

moisture [73, 75] driven by solar radiation; however given the lack of ground measurement these

conclusions are speculative at best.

• "Lä 2" is classified as "Closed Forest"; aerial photographs show a sparse forest growing on scree. H

is high at 0.75 and α is around 55◦. In this case, given the surface cover, the classification in Zone

4: Medium Entropy Multiple Scattering seems the most reasonable: vegetation scattering, either

from the canopy volume or dihedral interactions under the canopy followed from propagation

in the vegetation volume contribute significantly to the scattering in this ROI. Evidence for the

dominance of even bounce scattering is the H H component being larger than V V and by the

copolar phase difference being lower with a lower magnitude. This interpretation is supported by

the very low value of γ(H H−V V )−(H H+V V ) that would suggest an azimuthally symmetric medium

as it is expected from a vegetation volume; the low copolar coherence and its wide distribution

are also suggesting increased scattering randomness.

Once again daily variations in the backscatter are observed; they could be related to changes in

vegetation water content [68, 99–101]. These variations correlate with temperature, but this cor-

relation could be due to a common third factor such as variation in solar radiation drying the

vegetation or to precipitation which is in turn likely correlated with changes in air temperature.

• "Mi 1" consists entirely of short grass; the observed values of H and α would suggest a clas-

sification between Zone 5: Medium Entropy Vegetation Scattering and Zone 4: Medium En-

tropy Multiple Scattering; the most likely mechanism being scattering from a distribution of
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anisotropic scatterers with a dominant orientation; this is reasonable considering the low level

of γ(H H−V V )−(H H+V V ); suggesting an azimuthally symmetric distributed medium with a certain

degree of randomness, which would cause higher entropy and a larger amount of HV backscatter.

The higher level of V V compared to H H and the low copolar phase difference point to predom-

inantly vertically oriented structures, such as it is expected from blades of grass; the consider-

able amount of HV backscatter suggest secondary scattering mechanisms; either rough soil or

a certain randomness in the vegetation orientation distribution, which could explain the low

γ(H H−V V )−(H H+V V )and copolar coherence.

Regular diurnal variations in the total backscatter power are observed again; the most likely driver

for these changes being soil moisture and vegetation water content.

Since most parameters except for the total backscatter power do not significantly change over the course

of time, analyzing a single date should give a good idea of its spatial variability. In this case July 14, 06:00

UTC was selected. In the plot of Figure 4.4b the entropy is never below 0.5 in average all for any of the

ROIs. This observation also applies to the scene as a whole: the areas of lower entropy being mostly

located in proximity of the glacier and on individual pixels where a very strong scatterer is found. Sim-

ilarly, the glacier is the area displaying the lowest α angle, suggesting the dominance of surface scatter-

ing, which appears blue in the Pauli RGB composite. At the same locations γ(H H−V V )−(H H+V V )attains

its highest value, which indicates a smoother surface; these observations would suggest a dominance of

lower entropy surface scattering, presumably because the glacier’s surface is wet during summer.

Crosspolar backscatter dominates in most of the scene, seeing as predominance of green in the Pauli

RGB composite. One exception is the region at the left of "Bi 3", where a set of pixels with low entropy are

seen, presumably dihedral scattering from highly reflective objects, seen as individual bright red pixel

in the pauli composite. Comparison with aerial photographs show the presence of several avalanche

protection structures where low-entropy dihedral scattering appears likely.

CHUTZEN

Similarly as observed for the "Bisgletscher" dataset, a high average entropy is seen for distributed target,

as displayed in Figure 4.9a. Individual pixels display an entropy closer to zero: they correspond to bright

scatterers like single buildings, as it can be seen in the Pauli RGB composite of Figure 4.9c. Other than

these exceptions, most of the scene would be again classified in the Medium Entropy Scattering region

according to scheme proposed by Cloude and Pottier. Unlike the Bisgletscher dataset, more variability

in α is observed in Figure 4.9b.

In an attempt to understand the possible physical mechanisms at the root of the observed parameters,

the analysis made for the Bisgletscher observations will be repeated for the Chutzen dataset. Since only

one acquisition is available for the latter, instead of the time-series analysis discussing both spatial and

temporal patterns, the distribution of the parameters within each ROI will be discussed with the help of

histograms.

• The land cover classification for "Er 1" is "Consolidated Surfaces". The very wide distribution

of the Cloude-Pottier parameters, of the backscatter and of γ(H H−V V )−(H H+V V )do not permit to
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assign a single unambiguous scattering mechanism to the pixels in this ROI. This appears rea-

sonable considering the variety of building types and orientations observed in the photo of Fig-

ure 4.3b.

The low entropy pixels observed inside this ROI in Figure 4.9a presumably correspond to strong

scattering from individual buildings, which are seen as the bright points in the RGB composite

(Figure 4.9c). From the map of the mean α angle it appears that these interactions are either

direct scattering from edges or triple scattering in corners —seen as the points of low α— or odd-

bounce scattering between the ground and the buildings —seen as the points where α is close to

90◦—.

• "Go 1" consists of a single field and is classified as "Grass and Herb Vegetation". The Cloude-

Pottier histogram is concentrated at the edge of Zone 4: Medium Entropy Multiple Scattering.

This classification is compatible with the observed distribution of backscatter: in the Cloude-

Pottier classification vegetation is assumed to scatter as a cloud of anisotropic, randomly oriented

dipoles. The higher V V contribution and the high copolar coherence magnitude suggest a dom-

inance of vertical structures such as stalks and blades of grass, the significant HV contribution

and the high entropy could then be explained through a wide distribution of dipole orientation

angles around the predominantly vertical orientation or by the presence of secondary scatter-

ing mechanisms, for example the combination of predominantly vertical stalks under a random

canopy [102].

γ(H H−V V )−(H H+V V ) is part of the evidence pointing at vegetation scattering: lower values are in-

dicative of azimuthal symmetry, which is observed in vegetation volumes [76].

Another cause for the higher V V backscatter could be the effect of Bragg scattering, perhaps from

regular tilling rows the fields, exposed after the harvest [103]. The concentration of copolar phase

difference close to zero, and the low γ(H H−V V )−(H H+V V )support this interpretation; the latter pa-

rameter being considered to be an indicator of soil roughness. In this case the high HV contri-

bution and the entropy are due to secondary scattering from short vegetation or to increasingly

random distribution of soil facets [4].

• "Hi 1" has the same land cover classification as "Go 1": "Grass and Herb Vegetation", confirmed

by Figure 4.3b. The median values of H and α would classify the ROI in Zone 4: Medium Entropy

Multiple Scattering. The crosspolar power is significantly stronger than the copolar one; com-

pared to the previous case the lack of a preferential orientation in the vegetation could explain

the smaller difference between H H and V V and the larger crosspolar power. The low value of

γ(H H−V V )−(H H+V V ) indicate again the presence of scattering symmetries, typical of natural sur-

faces.

As discussed for "Go 1" medium entropy surface scattering from a rough soil, presumably rougher

than in the previous ROI, could cause the higher entropy and the wider distribution of copolar

phase differences.

• "Mo 1" is classified as the "Grass and Herb Vegetation". The values of H and α suggest a Zone

6: Medium Entropy Surface Scattering classification in the Cloude-Pottier plane. In this case the
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median copolar backscatter is higher than the crosspolar and α is lower; this suggests that sur-

face scattering from a relatively smooth surface could be the most likely mechanism in this ROI.

This is supported by the low γ(H H−V V )−(H H+V V )and the high copolar coherence magnitude and

very narrow, zero-mean copolar phase difference distribution, typical of surface scattering from

smooth surfaces.

Given the date of acquisition, this appears plausible since many summer crops would have been

harvested by mid September. However, the lack of ground truth data does not permit clear con-

clusions.

• "Mü 1" is located on a residential area. The distribution of α and H is very wide and does not

allow the assignment of a single scattering mechanism to the pixels in this ROI; this is seen in the

very broad histogram of backscatter as well. Likely the ROI contains a mixture of many scattering

types, from low entropy scattering by buildings to vegetation scatter from trees and gardens. An

interesting observation is a peak in the HV power approximately 5dB lower than the copolar peak:

this could be related to the weaker secondary scattering from vegetated surfaces, whose radar

cross section is smaller than the highly reflective buildings.

• "Ut 1" covers a forest; the Cloude-Pottier parameters indicate a classification in Zone 4: Medium

Entropy Multiple Scattering: however double bounces followed by propagation in the vegetation

volume seems rather unlikely considering the very shallow incidence angle, at which penetration

into the forest appears difficult, and the very similar H H and V V powers. Most of the scattering

is from the vegetation canopy, which appears either as a very rough surface or as a random vol-

ume, depending on the penetration depth. γ(H H−V V )−(H H+V V ) is observed to be low, suggesting

an azimuthally symmetrical volume, as it would be expected from vegetation canopies. The low

copolar coherence magnitude is typical of random volumes, as is the wide distribution of copolar

phase differences [104].

In the case of the Chutzen dataset, the entropy appears to be slightly lower than observed for the Bis-

gletscher data: this may be due to the small slant range distance of the scene, leading to a reduced noise

level. Some points with very low entropy can be seen in near range and at the middle of the scene: they

correspond to individual houses or to the trihedral corner reflectors. These are visible in the α map

as well, as it is very close to zero for odd-bounce scattering. In the case of built-up areas the main in-

teraction can be expected to be either direct scattering from the edges of buildings or double-bounce

scattering between the walls and the ground.

The relatively high entropy and α observed in the rest of the scene suggest that the main dominant scat-

tering mechanism corresponds to Zone 4: Medium Entropy Multiple Scattering; this is compatible with

the observed γ(H H−V V )−(H H+V V ) , which is low except at locations of very low entropy. Since the land

cover class of most of the scene is either pasture, farmland or forest, it is reasonable to expect medium

entropy surface scattering to be the most dominant contribution: these surfaces are presumably az-

imuthally symmetrical, as it can be expected for most natural surfaces.
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4.4.2 Noise

Noise in the radar device and antennas can increase the entropy of low-entropy scatterers: Suppose all

polarimetric channels of the radar to be equally affected by noise with standard deviation σn ; moreover

assume that the observed scatterer is not depolarizing and can be represented by a scattering matrix S.

Then, the estimated coherency matrix T̂ is:

T̂ = T+ Iσn . (4.2)

Since the target is not depolarizing, T is a singular matrix and the entropy of T is 0. However, the entropy

of the observed coherency matrix T̂ is:

H
(

T̂
)

= 2

SN R +3
log3

(

1

SN R +3

)

− SN R +1

SN R +3
l og3

(

SN R +1

SN R +3

) (4.3)

where the signal-to-noise ratio (SNR) is defined as the ratio of the sole nonzero eigenvalue of T and of

the noise standard deviation σn . This function is monotonously decreasing in the SNR; the entropy will

approach zero for infinite SNR; this shows that assuming equal noise power in all polarizations would

cause an increase in estimated entropy. This entropy however is not directly caused by depolarization

in the imaged targets.

In the case of unequal noise powers, when different channels experience other levels of noise, this is not

longer true: now the entropy depends on the relative noise powers. Therefore, if a depolarizing target is

observed a large imbalance in noise power may even lower the estimated entropy by biasing one of the

eigenvalues of T̂. A formula for the entropy in this situation –where each channel is affected by different

noise levels– cannot be provided since there are no closed-form methods to compute the eigenvalue

spectrum of sums of Hermitian matrices.

The effect of measurement noise on the observed entropy was assessed by estimating the noise equiva-

lent radar cross section (noise equivalent σ0 or NESZ) from 50 acquisitions in the Bisgletscher dataset,

using the pixels located in areas of radar shadow. The result of this analysis show that the crosspolar

channels —HV and V H— have a NESZ 10dB larger than the copolar channels.

Thus, it is reasonable to conclude that in the case of KAPRI polarized noise — or colored noise, where

the polarimetric channels are affected by different noise powers— is not the main factor increasing

the entropy. This can be seen by considering of the entropy maps the Pauli RGB composites: in areas

affected by radar shadow, for example immediately on top of the "Bi 1" ROI, the entropy is appreciably

lower, closer to 0.6.

A simulation, was performed by generating 1000 realizations of multivariate colored Gaussian noise

with the HV power 10dB stronger than both V V and H H , adding these to a deterministic, zero-entropy

scattering vector, from which T was estimated an averaged over the realizations of the noise. The result

of this simulation was an entropy of 0.6; very close to the entropy estimated in areas affected radar

shadows.
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Since the entropy in non-shadow areas is higher, it can be concluded that noise alone is not sufficient

to explain the observed values of H .

4.4.3 Mixing of Scattering Processes Due to Multilooking

The spatial averaging or multilooking needed to estimate the coherency matrix T from the measured

scattering matrix data can also contribute to increased entropy [81, 105] values:

Assume that N pixels within a spatial averaging window represent N different non-depolarizing scatter-

ers, i.e their true entropy is 0 because they represent deterministic scattering processes, each of which

can be described by a scattering matrix Si .

Each of these coherency matrices Ti will have only one nonzero eigenvalue and will have entropy H = 0.

However, the entropy estimated by spatial averaging these N matrices will be nonzero since it will be the

average of N different rank one coherency matrices Ti . Thus, spatial averaging may inflate the estimates

of the entropy.

The problem can be expected to be particularly severe at high resolution, where every pixel can corre-

spond to scatterers with widely different orientations, shapes and dielectric constants.

To minimize the biasing effect of multilooking, several adaptive multilooking techniques were pro-

posed [106–111]; they try to preserve spatial resolution and avoid mixing pixels belonging to different

scattering types.

Another way to avoid the mixing of different scattering types caused by spatial multilooking is to esti-

mate the coherency matrix by averaging pixels in time [25, 81, 112], which is only possible when time-

series data is available.

The biasing effect of spatial mixing on the estimation of H is investigated by comparing the estimated

obtained with the latter method to these obtained with two different spatial filters:

• Hboxcar : A 20×2 boxcar filter.

• HI D AN : IDAN (Intensity driven adaptive neighborhood) region Growing Filter [111] with a maxi-

mum region size of 40 pixels.

• Htempor al : A temporal average of covariance matrices [25, 81].

The temporal average Htempor al does not precisely correspond to the one proposed in [81]: in the latter,

the elements of the scattering matrix are acquired in multiple passes; covariance matrices are then built

from the stacked channels. In that case, temporal decorrelation directly affects Htempor al . However in

the data used for this paper all channels of S are acquired simultaneously and the covariance/coherence

matrix are estimated from the average of single-look matrices obtained from scattering matrices mea-

sured at different instants of time, removing the direct effect of temporal decorrelation1.

In order to obtain approximately the same number of looks as employed in the two spatial averages,

similarly 40 acquisitions are used to estimate the Htempor al and the region size for the IDAN filter is

likewise set to 40 pixels.

1Although not its indirect effect through changes in the imaged scene that may increase the entropy.
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A comparison of entropy estimate for the Bisgletscher dataset is displayed in Figure 4.10: In Figure 4.10a

Hboxcar is shown, Figure 4.10c displays HI D AN for the same dataset and Figure 4.10b displays the tem-

poral estimate Htempor al . This comparison is not possible for the Chutzen dataset because only one

acquisition is available.

The entropy obtained with the IDAN filter HI D AN is slightly lower than the entropy estimated with the

boxcar average Hboxcar . However the contrast between different areas/land cover types is not signif-

icantly improved. On the contrary, HI D AN appears grainier and spatially less smooth. The difference

between the glacier and the surrounding rocks seems to be lower in HI D AN than in Hboxcar , where

near "Bi 3" the difference is visible and reflected by the change between green and blue in the Pauli

RGB composite. The lower entropy contrast of the IDAN filter may be due to the fact that only the to-

tal backscatter power and not the polarimetric information is used to test the similarity of pixels that

are deemed to belong to the same region and are averaged together. Thus, in some cases the IDAN filter

might not be able to reduce spatial mixing; for example at the edges where two different scattering types

with similar total backscatter power meet.

The temporal entropy Htempor al is much lower than both Hboxcar and HI D AN in correspondence of

the glacier: the glacier’s outline can be seen as it contrasts with the surrounding rocks left of the "Bi 3"

ROI.

However, this observation is not sufficient to prove that spatial mixing is the only factor causing of high

entropy: the glacier’s high flow velocity —up to 2 m
day — and weather-driven changes in the ice surface

are likely to cause changes in the scattering response, thereby increasing Htempor al .

The entropy of rocky areas next to the "Lä" ROIs may be underestimated by Htempor al . The dominance

of HV backscatter would suggest the presence of depolarizing scattering: it is unlikely that orienta-

tion effects [112] that can produce significant HV backscatter are seen on such a large scale in natural

terrain.

Thus, if the presence of depolarizing scattering is assumed; the temporal stability of the scattering re-

sponse for individual pixels could explain the discrepancy between Htempor al and the spatial entropy

estimates.

As an example, if the X-Bragg scattering model [4] is used to explain the scattering for a certain pixel

and if its surface properties and roughness do not change over time —as it likely the case for rough, dry

soil over the course of a few hours— then the observed scattering matrix will remain the same up to a

noise contribution and temporal estimation of the entropy will give low values, effectively hiding the

depolarization.

Ergodicity does not apply in this case: averaging the coherency matrix for a single pixel over time is

not equivalent to the average of coherency matrices of individual scattering facets over the distribu-

tion of orientation angles, which are used to model the depolarization in the extended Bragg scattering

model.

The same arguments applies to volume scattering: if dielectric properties, shape and orientation of par-

ticles in a random volume do not change in time, the entropy estimated with temporal averaging will
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be very low even though the scattering process is depolarizing in a strict sense, when the entropy is

computed over the distribution of the particles [76]. This situation is unlikely to be observed: for vege-

tated areas as "Mi 1"; the effect of wind and changes in vegetation water content are presumably strong

enough to change the scattering properties of vegetation from acquisition to acquisition, producing a

high Htempor al .

This analysis suggests that, depending on the type of target and the acquisition mode, neither temporal

nor spatial averages are completely adequate to estimate entropy. Since Htempor al is very sensitive to

changes in the scattering properties, its adequacy to characterize depolarizing scattering processes is

doubtful when the average is performed using images far apart in time: the samples over which the av-

erage is made do not strictly represent the same objects anymore if the surface undergoes large changes,

as it can be suspected to happen for the glacier or for vegetated areas.

4.4.4 Mixing Within a Resolution Cell

The combination of different scatterers due to a large resolution cell size is another mechanism that may

generate high entropy. The level of entropy is affected by the number and types of targets constituting

a resolution cell: if a cell contains a low entropy scatterer with a large radar cross section such as a tri-

hedral reflector, the entropy will be low. Otherwise, if the cell contains several scatterers of similar radar

reflectivity but differing shape and orientation, the entropy will be higher. Since its estimation requires

averaging, if neighboring cells also comprise a mixture of different targets with similar properties, the

spatial estimate of entropy will be high.

This effect is controlled by the wavelength: substantial scattering comes from objects larger than several

wavelengths. Therefore, as the ratio of wavelength to resolution cell size decreases, the entropy will

likely increase as the number of scatterers per resolution cell is expected to increase, which will in turn

increase the entropy.

This mechanism could explain the high entropy observed in both datasets: the resolution cells are sev-

eral orders of magnitude larger than the wavelength and many scattering centers will be observed in a

pixel, particularly on non-smooth natural surfaces. Assuming these surfaces to be distributed targets

extended over several pixels —so that the effect of mixing of different targets due to multilooking can be

excluded—, mixing within the cell would result in high entropy estimates except for those cells where

a scatterer has a scattering crosssection significantly larger than other objects in the same pixel and in

its neighboring cells in the averaging window, for example a single building, a corner reflector or a large

boulder.
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(a) Hboxcar : Cloude-Pottier entropy estimated by spatial
averaging.
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(b) Htempor al : Cloude-Pottier entropy estimated by tem-
poral averaging.
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(c) HI D AN : Cloude-Pottier entropy estimated with spa-
tial averaging using the IDAN region-growing filter.

Figure 4.10: Comparison between the entropy estimated by spatial averaging (a), the estimate made using temporal averaging
(b) and the estimate obtained using the IDAN filter (c).
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4.5 CONCLUSIONS

This paper presents an analysis of Ku-Band polarimetric data from two test sites acquired with the

KAPRI polarimetric terrestrial radar. The first data sets is a time-series of the Bisgletscher, an alpine

glacier in the Swiss Alps, acquired in the summer of 2015. The other dataset was acquired in September

2016 in an agricultural area near Münsingen, Switzerland.

The main characteristic of both datasets is a high Cloude-Pottier entropy parameter H ; higher than 0.5

for natural targets and only observed to be close to 0 for bright, isolated scatterers such as buildings or

trihedral corner reflectors. The high entropy is accompanied by an α angle above 50◦ and a high fraction

of crosspolarized backscatter. These values suggest the dominance of depolarizing scattering mecha-

nisms; this interpretation is realistic at the light of the dominance of natural surfaces in both scenes.

These mechanisms may be in the form of either volume scattering from vegetation or ice or surface

scattering from surfaces that are rough relative to the wavelength, as rock faces or rough soils. However,

effects other than depolarizing scattering can cause high entropy to be observed [81, 112].

• Thermal noise in the radar electronics is known to increase the entropy; this explanation is un-

likely since the estimated noise equivalent normalized radar crossection of KAPRI shows that the

copolar and the crosspolar channels are affected by different noise levels. Imbalanced, uncorre-

lated noise should lower the entropy by biasing the eigenvalue of the covariance matrix, but the

opposite is observed.

• Spatial multilooking is necessary to estimate depolarization parameters assuming spatial ergod-

icity. The spatial average may bias the entropy if the scene is very heterogeneous and spatially

adjacent pixels do not represent realizations of the same extended target [81].

To test the spatial mixing hypothesis three averaging methods are applied: a boxcar spatial aver-

age, the refined IDAN region growing filter, which should reduce the mixing of dissimilar pixels

and a temporal average, where pixels are averaged solely along time using several acquisitions

taken during the same day. The IDAN and boxcar filter give similar spatial patterns in the en-

tropy, while the temporal average gives much smaller estimates. While this would seem to prove

spatial mixing to be the cause of high entropy, there are several reasons that suggest otherwise.

Rocks show a high entropy (0.75) in the spatial estimates and a very low entropy in the tempo-

ral estimate. High values are observed on ice and vegetation regardless of the chosen method.

The difference in entropy between estimation methods and land cover types is suspected to stem

from non-ergodicity: rocks are very stable scatterers at the timescales analysed in this work; if the

dominant scattering mechanism does not change over the course of time, the samples that will be

averaged will be very similar, giving a lower entropy. On the other hand, the scattering properties

change radically in time for vegetation and ice, leading to high values of the temporal entropy.

In conclusion, the temporal estimate of entropy is closely related to the temporal stability of scat-

tering processes and should not be assumed to measure depolarization in a strict sense. By the

same token, the very similar entropy estimates obtained with the IDAN and boxcar filters suggest

that spatial mixing is not likely to be the main cause of high entropy in the datasets analysed.
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• Another potential source of increased entropy is the relationship of the resolution cell size to the

wavelength. Using a wavelength of 17mm with pixel sizes between 10m2 and 50m2, it is likely that

several scatterers of different orientation, size and dielectric properties are observed in a single

resolution cell in natural terrain, increasing the scattering randomness and hence the entropy.

This point calls for detailed investigation, which are not possible at this time: for example by

imaging the same distributed target at different wavelengths with similar resolutions.

• Finally, the effect of incidence angle should also be considered. It is known that for steeper inci-

dence angles the scattering tends to be less diffuse and thus a lower level of depolarization and

hence a lower entropy should be observed [113, 114]. In TRI usually very shallow incidence angles

are employed, which could contribute to the increase of the observed entropy. This effect could

not be tested with the available datasets given the small range of incidence angles employed. This

again calls for more specific experiments in order to assess its influence in the estimated entropy.

In summary, the most likely cause of the observed polarimetric parameters seems the presence of de-

polarizing scattering mechanisms. This is plausible considering the large percentage of natural terrain

in the scene. These terrain types are normally modeled as random medias; this randomness is the

physical source of the crosspolarized backscatter and of the high entropy. Another factor contributing

to the increased entropy is the interplay of the resolution cell size in relation to the employed wave-

length, causing mixing of polarimetric responses at the time of the acquisition [81]. The high entropy

observed at Ku-Band reduces the separability of scattering types, reducing its suitability for land cover

classification compared to data acquired at larger wavelengths. However, more specific experiments are

necessary to separate the above mechanisms before coming at a conclusion regarding the applications

and the value added by polarimetric observations in Ku-Band TRI.
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5
CONCLUSIONS

This chapter presents a brief summary of the investigations made in the course of this dissertation. This

is done by presenting the main research questions for each chapter and by summarizing answers and

findings.

5.1 MAIN FINDINGS

5.1.1 Chapter 2: Polarimetric Calibration of the Ku-Band Advanced Polarimetric Radar In-

terferometer (KAPRI)

Chapter 2 treats radar data preprocessing and calibration for KAPRI, a Ku-Band real-aperture polari-

metric radar interferometer based on the GAMMA Portable Radar Interferometer (GPRI-II). This inves-

tigation lays the foundation for all other studies performed with KAPRI, since properly processed and

calibrated data, where the measured locations, reflectivities, and phases correspond to the true scat-

terer responses, is necessary for any application of radar data to environmental monitoring. The main

questions addressed in this study are summarized as follows:

1. How can the raw data processing scheme be adapted in order for the radar’s phase and frequency

response in all polarimetric channels to be free of systematic effects?

The first question is closely tied to KAPRI’s hardware design: distance resolution is obtained

with a dechirp-on-receive architecture employing a frequency-modulated chirp with 200 MHz

bandwidth giving an effective range resolution of 1m. Cross-range resolution necessary for two-

dimensional imaging is obtained by scanning a narrow beam emitted by a 2m long slotted-

waveguide antenna with an azimuth beamwidth of 0.48◦. This combination permits acquiring

two-dimensional radar images avoiding the problem of temporal decorrelation experienced by

several rail-based terrestrial SAR systems. This design also allows imaging a larger circular sector.

However, the slotted-waveguide antenna suffers from beam squint: as the chirped signal is trans-

mitted, because of the increasing signal frequency the phasing relationship of the waves emitted

at the antennas slot change, causing the antenna mainlobe direction to rapidly move in azimuth

during the pulse. As a consequence, scatterers are only within the antenna pattern mainlobe

during part of the chirp. This rapid beam sweep reduces the effective range bandwidth used to

illuminate a given scatterer. At the same time, since the antenna is mechanically scanned at a
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rate much slower than rate at which the beam squints; the effective beamwidth experienced by

a point scatterer is broadened. Therefore, after performing range compression, the beam squint

will deteriorate both range and azimuth resolutions. This effect has been observed experimen-

tally by imaging trihedral corner reflectors (TCR) with oversampled azimuth acquisitions, where

the antenna is rotated by angular step smaller than its beamwidth. In these images, the effect

of beam-squint was seen in the fast time-azimuth angle plane as a rotation of the scatterer’s

response, which ideally should consist of a beat signal occupying the azimuth location of the

scatterer and whose frequency is proportional to the slant range distance. The amount of rotation

observed corresponds to the squint modeled using the antenna design characteristics. Thanks

to the oversampled acquisition, the effect of squint can be corrected with a fast time-azimuth

interpolation prior to the range compression, simulating the effect of the antenna beam dwelling

on the same scatterer for the entire duration of each chirped pulse.

2. Can the radar’s polarimetric distortion parameters be estimated? If so, can they be used, together

with the data processing methods mentioned above, to produce properly calibrated polarimetric

imagery?

The second question is a follow-on of the first. After the raw data is correctly processed into single

look complex image, the measured polarimetric scattering matrix is distorted by the difference

in antenna gains, crosstalk, cable lengths and electronic delays between the two pairs of trans-

mitting and receiving polarimetric channels. Calibration is necessary to obtain full polarimetric

imagery where the measured scattering matrices correspond to the true polarimetric signatures of

the scatterers. A simplified distortion model that does not assume crosstalk between the transmit-

ting or receiving channels is used to calibrate KAPRI data: this is possible because every element

of the polarimetric scattering matrix is acquired separately, moreover a good polarimetric isola-

tion —better than 30 dB— was estimated from the response of a trihedral corner reflector. With

this model, the phase and amplitude imbalances between the channels can be determined using

a single TCR and a reciprocal scatterer.

The proposed methods were tested using a scene where five TCR were placed. The results show that

beam squint correction improves the range resolution by 0.2 m and the azimuth resolution by 0.05◦

corresponding to a relative resolution improvement of 20 and 10 percent respectively. The azimuth

phase ramp in the V V channel is reduced from 40◦ to less than 10◦ inside of the beamwidth. Finally,

after applying the polarimetric calibration parameters estimated on a TCR, the residual H H−V V phase

imbalance is reduced to less than 8◦ while the amplitude imbalance to less than 1.04.

This investigation shows that KAPRI can be used to reliably and accurately acquire full polarimetric

Ku-Band radar data provided that the processing methods described above are used.

5.1.2 Chapter 3: Geostatistical Analysis and Mitigation of Atmospheric Phase Screens in Ku-

Band Terrestrial Radar Interferometric Observations of an Alpine Glacier

Chapter 3 is an investigation connected to the original application of GPRI, the device from which KAPRI

was developed: zero-baseline differential interferometry for displacement mapping. The motivation for
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this study was a monitoring project organized in the summer months of 2015, where the device was set

up at the Domhütte alpine hut in the Southwestern Swiss Alps to observe the surface displacement ve-

locity of the nearby Bisgletscher glacier. The latter is a small, steep alpine glacier. Optical displacement

estimates using a time-lapse camera, performed in the course of previous monitoring projects, showed

a displacement velocity of 2 m/day in its steepest parts.

Terrestrial radar interferometry is very suitable to monitor these types of glaciers because it permits ac-

quiring data at day and night with any weather conditions and at high repeat rate. However, temporal

variations in phase delay caused by changing atmospheric water vapor content between the acquisi-

tions —the so called atmospheric phase screen (APS)— may severely impair the displacement estima-

tion precision attainable with differential interferometry: the APS phase contribution in the interfero-

gram can be as large as the displacement phase. At first, this may seem to prevent the use of differential

interferometry for displacement estimation. Displacement and APS are known to have different spatial

and temporal statistical characters, enabling the use of mathematical methods to separate these contri-

butions or to mitigate the effect of APS on the estimation. APS correction can be seen as a form of phase

calibration necessary for the successful use of radar interferometry.

An extensive literature of APS correction approaches is published: most of these methods are tailored for

the analysis of spaceborne InSAR data, where acquisitions of large spatial coverage with repetition times

of days or weeks are available. In these cases, the assumption is that the APS shows a degree of spatial

correlation but is not correlated in time, owing to the long timespan between subsequent data takes and

to the turbulent nature of the atmosphere. Frequently, these assumptions are augmented with deter-

ministic models of atmospheric stratification, that try to predict part of the phase variance with linear

regression methods. While these assumptions proved sufficient to apply differential interferometry to

spaceborne SAR data, it is not clear how well they translate to terrestrial radar interferometry. To under-

stand to which extent these models apply to the terrestrial radar case, this study assesses the statistical

behavior of the APS in Ku-Band terrestrial radar interferometry in the case of frequent acquisition in an

Alpine scenario. To do so, statistical analyses were performed on a time-series acquired in 2015 during

a campaign to monitor the Bisgletscher glacier. A set of short interferometric stacks was formed, each

of these stacks was obtained by collecting all acquisitions within the timespan of an hour at randomly

selected dates in the time-series. This random selection is made to sample the space of possible atmo-

spheric conditions, while the short stack length minimizes temporal decorrelation and phase wrapping

caused by the fast movement of the glaciers surface. Additionally, a set of persistent scatterers (PS) is

detected, restricted to the areas outside of the glacier where displacement at the timescale of the acqui-

sition repeat time is not expected. These points are used to evaluate the statistical behavior of the APS

since the interferometric phase at these locations is neither affected by displacements nor by temporal

decorrelation. Using these data, the following three questions are addressed:

1. Can a multiple regression model be used to explain the phase variance caused by the APS?

Using the differential interferometric phase at the PS, the performance of several multiple regres-

sion models of atmospheric stratification found in the literature is tested by fitting each model

to the observations and computing the coefficient of determination (R2) of each model fit. Ad-

ditionally, cross-validation is performed by subtracting the model prediction from the interfero-
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metric phases of another set of stable PS and computing the residual displacement rate from these

phases: for these points the estimated velocity is expected to be 0 because they are not moving

at the timescales of interest. The result of this analysis answers the first question, showing that

the regression models for atmospheric stratification are not capable to explain a sizable fraction

of the total phase variance as the lowest average R2 is 0.5 for the best performing model. These

models do not appreciably improve displacement estimation quality as measured by the standard

deviation of the residual displacement velocity.

2. Are the spatio-temporal statistics of the APS in Ku-Band TRI separable? Can the covariance of the

APS at any two points in space and time be factored in a purely temporal and a purely spatial

covariance?

The second question generalizes the assumptions regarding the statistics of the APS made in

spaceborne InSAR analyses. The APS is commonly assumed to be correlated in space and un-

correlated in time. By this assumption its covariance matrix can be decomposed as a Kronecker

product of a spatial and a temporal covariance: the spatial statistics do not change over time.

Moreover, as the temporal separation between acquisitions is large, the temporal covariance re-

duces to the identity matrix. Under these conditions, a single spatial covariance function is used

to describe the spatial statistics of the APS. This covariance is used with geostatistical interpola-

tion methods –for example Kriging– to reconstruct an approximation of the APS from a sparse set

of points –usually a set of persistent scatterers– whose interferometric phase is not affected by

displacement or decorrelation. The extrapolated APS is then subtracted from the interferogram,

after which the residual APS can be mitigated by temporal filters exploiting the fact that it is not

correlated in time.

How well do these solutions translate to terrestrial radar interferometry? The acquisition repeat

times are often much shorter and the spatial extent of the scene is orders of magnitude smaller.

In this case, instead of assuming a priori the APS to be uncorrelated in time, the assumption is

generalized to spatio-temporal separability, where the temporal covariance, instead of being an

identity matrix as in the case of temporally uncorrelated APS, is allowed to be any covariance

matrix modeling possible temporal correlations of the APS due to the short repeat times.

The spatio-temporal statistics of the APS are estimated using the interferometric phases at the PS

locations by computing interferograms with increasingly long temporal baseline and computing

the spatial and temporal marginal variograms. The spatial variograms shows little variation as a

function of temporal baseline, suggesting the validity of assuming a separable covariance model.

Similar behaviors are observed for the temporal variograms, showing that after about 7minutes

the APS can be considered fully decorrelated.

3. Can the regression model and the spatio-temporal statistics be used to extrapolate the APS from a

set of scatterers known not to be affected by displacement? Can the temporal covariance model be

used to improve the correction of the APS?

The last question relates to the application of the above statistical models to the mitigation of APS

in differential interferometry. As mentioned above, when a spatial covariance model is available,
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it can be used to interpolate the APS at any location from a set of observations at points known

not to be undergoing displacement. In this study, the extrapolation is performed using regression-

Kriging, which accounts for the spatially correlated aspect of the APS and includes a stratification

model in the prediction. In this context, the advantage of assuming a separable spatio-temporal

model is that a spatial covariance model has to be determined only once and can then be used to

predict the APS in all interferograms. After having removed the APS prediction from the interfer-

ogram stack, the temporal covariance model is used to estimate the displacement signal. In this

study this is done by assuming a piecewise linear displacement and estimating the displacement

parameters using a generalized least square inversion (GLS) employing the temporal covariance

model estimated previously.

The performance of this method is assessed in the same manner employed for the stratification

models, by inspecting the estimated displacement rate at locations outside of the glaciers out-

line, where no displacements are expected. This analysis shows that regression-Kriging based APS

correction alone reduces the residual standard deviation from 1m/day observed in uncorrected

interferograms to 0.25m/day and that the additional GLS inversion further reduces the standard

deviation to less than 0.1m/day at the cost of a reduced temporal resolution of the velocity esti-

mates.

In summary, this analysis shows that the combination of regression-Kriging and time-series inversion

using a relatively simple separable spatio-temporal APS covariance model is sufficient to achieve a good

quality interferometric phase calibration. This enables the estimation of fast ground displacements in

the difficult atmospheric conditions encountered in alpine valleys. In terms of residual phase variance,

the proposed approach significantly outperforms the standard phase calibration approach based on

simple multiple linear regression methods followed by interferogram stacking.

5.1.3 Chapter 4: Polarimetric Analysis of Natural Terrain Observed With a Ku-Band Terres-

trial Radar

Chapter 4 returns to radar polarimetry after in Chapter 2 it was demonstrated that KAPRI can be used

to acquire well calibrated polarimetric datasets.

It is important to assess the applicability of the current radar polarimetric scattering models and tech-

niques to KAPRI data since most studies in radar polarimetry tend to concentrate to the more widely

available datasets acquired with air- and spaceborne SAR sensor at longer wavelengths, chiefly L and

X bands. To do so, requires to analyze the polarimetric signatures of natural surfaces at Ku-Band. This

is performed empirically using two datasets: a polarimetric time-series acquired in the Bisgletscher

region, Swiss Alps and a scene acquired in a mixed agricultural and residential area near Bern. The

analysis aims at answering two main questions:

1. How do natural surfaces scatter polarized electromagnetic waves at Ku-Band?

The first question was addressed by computing standard polarimetric parameters, such as the

Cloude-Pottier decomposition parameters like the entropy H and the mean α angle, co- and

cross-polar coherence magnitude and phase and backscatter power in all polarimetric channels.
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These parameters were evaluated on several regions of interest (ROIS) corresponding to different

terrain types. The land cover in the ROIS were verified with the use of orthophotos and land cover

classifications maps.

The most salient result of this analysis is that a high –0.75 or more– polarimetric entropy and a sig-

nificant cross-polarized backscatter are observed for all terrain types, except in correspondence

of point-like scatterers such as trihedral reflectors or individual isolated buildings.

2. How to explain the high polarimetric entropy observed for most natural surfaces at Ku-Band?

The observation of a high entropy made in addressing the first question suggests the presence

of depolarizing scattering processes in most of the scene. Depolarizing scattering is usually

attributed to the presence of several elementary scattering centers with different orientations,

shapes or dielectric properties in the same resolution cell. At the light of the large resolution cell

sizes and of the short wavelength employed by KAPRI, this explanation appears realistic.

However, since averaging is necessary to estimate most polarimetric parameters derived from

the second order statistics of the scattering matrix, mixing of heterogeneous pixels in the esti-

mation process —usually performed by spatial multilooking— has been implicated in artificially

increasing the observed entropy. This effect has been investigated by comparing different averag-

ing methods: the standard boxcar filter, the IDAN [1] region-growing spatial filter and a temporal

entropy estimate obtained averaging data acquired over the timespan of a day.

Little difference in entropy is observed between the two spatial filters, while the entropy estimated

using temporal averaging is significantly lower. Large differences in temporal entropy are ob-

served among terrain types: very low for rocks and high for the glaciers surface and vegetated

areas, a contrast which is not seen in the spatial estimates. This difference is presumably a conse-

quence of non-ergodicity: the samples of the scattering matrix over which the temporal average

is estimated are not independent realizations of the same scattering process because the surface

properties are likely to change in the course of time. In the case of the glacier the main factors

are assumed to be the fast motion (up to 2 m/day) and changes in ice water content caused by

changing weather conditions, which modify the reflectivity of the ice, while in the case of vegeta-

tion, motion caused by wind and moisture changes are the presumably drivers of this behavior.

The low entropy observed for rocks may also stem from non-ergodic behavior: even if the rock

surface is a depolarizing scatterer in the strict sense —a scatterer where many randomly oriented

scattering centers are observed in a single resolution cell, as indicated by the significant cross-

polar contribution—, the temporal samples would be statistically very similar because no major

changes in scattering behavior are expected during the timespan of averaging, decreasing the

temporal entropy estimates.

In summary, this analysis shows that modeling polarimetric scattering is a complex problem where

sensor characteristics, scatterer properties and parameter estimation methods all contribute to the ob-

served signatures. While proper polarimetric calibration can help reduce this ambiguity in the case of

deterministic scatterers, the influence of resolution cell size and of parameter estimation on the signa-

tures of depolarizing scatterers should always be considered when polarimetric data is analyzed.
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5.2 OUTLOOK

This dissertation is primarily focused on two aspects of KAPRI, a polarimetric terrestrial radar interfer-

ometer developed on the basis of the Gamma Portable Radar Interferometer (GPRI) II [2]. A large part

of the thesis is dedicated to the calibration of this device. This part in turn consists of two topics: On the

one side, polarimetric calibration and the adaptation of KAPRI’s predecessor processing scheme to the

newly added polarimetric acquisition mode. On the other side, phase calibration for its original appli-

cation as a terrestrial radar interferometer, where the statistical modeling and correction of atmospheric

phase screens in high repeat rate differential interferometric observations were addressed.

Regarding the issue of phase calibration for differential interferometry, an aspect to be addressed is the

use of auxiliary observations such as weather measurements [3, 4], estimates of the wet zenith delay

(WZD) obtained from global navigation satellite system (GNSS) [5–7] or of optical observations [8, 9]

to model and mitigate the APS. The statistical analysis made in this thesis shows that most of the at-

mospheric phase error should be attributed to atmospheric turbulence, highlighting the importance of

studying the statistics of the APS. In this context, a spatio-temporal covariance model for the turbulent

APS was developed, which allows for temporal correlation. To better understand the temporal statistics

of the APS, measurement at a faster sampling rate could be used: KAPRI permits stationary measure-

ment where the antenna is not scanned, offering a sampling rate up to 400Hz. Similarly, a better under-

standing of the APS statistics would require analyzing datasets acquired at different locations and possi-

bly for longer time periods to assess the temporal stationarity of the APS and its seasonal behavior. This

analysis was not possible —because of technical limitations— with the Bisgletscher dataset employed

in the study since only data from one season was available. Finally, external displacement estimates

from point measurements using GNSS or derived from time-lapse cameras deserve to be considered, as

they could help validate the APS correction methods proposed in this thesis.

Moving to the topic of the applications of KAPRI, this thesis includes an assessment of the potential of

Ku-band terrestrial radar polarimetry. This was accomplished by analyzing polarimetric signatures of

natural terrain. The results indicate that, at this wavelength polarimetric measurements do not show

the polarimetric diversity observed in polarimetric SAR studies performed at longer wavelengths. How-

ever, carefully controlled experiments would be necessary to understand whether the lack of diversity

and the high scattering entropy observed for most terrain types comes about because these scatterers

are primarily composed of scattering centers whose size is comparable with the wavelength or rather

because several different scattering processes combine in the resolution cell due to the relatively low-

resolution observations employed in the study. In the same manner, the preliminary study showed that

the averaging methods necessary to estimate the depolarization parameters significantly impact these

estimates. Once again controlled experiments may permit to quantify the effect of averaging and to

separate it from the scatterer’s characteristics and from the sensor own response.

Finally, the combination of GPRI’s original purposes —radar interferometry with a spatial baseline and

zero-baseline differential interferometry— with KAPRI’s polarimetric imaging capabilities is another

topic deserving consideration. In the configuration called polarimetric radar interferometry (PolInSAR),

polarimetric data acquired along a spatial baseline have been employed to estimate the vertical struc-
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ture of vegetation with airborne SAR data [10, 11], usually relying on layered vegetation scattering mod-

els [10, 12]. The validity of these models for Ku-Band data could be assessed by carrying out small-scale

vegetation monitoring at short repeat times over longer time-spans.

Similarly, polarimetric data can be combined with differential interferometry (PolDInSAR): this can be

used to improve the interferometric phase quality by coherence optimization [13, 14] or to improve

the selection of persistent scatterers [15–19]. However, as in the PolInSAR case these methods were

developed and tested with terrestrial SAR sensors operating at longer wavelengths (mainly X-Band);

their applicability to the shorter wavelength employed by KAPRI should be investigated.
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