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Abstract— Differential interferometry using ground-based
radar systems permits to monitor displacements in natural
terrain with high flexibility in location, time of acquisition,
and revisit time. In combination with polarimetric imaging,
discrimination of different scattering mechanisms present in a
resolution cell can be obtained simultaneously with the esti-
mation of surface displacement. In this paper, we present the
preprocessing steps and the calibration procedure required to
produce high-quality calibrated polarimetric single-look complex
imagery with KAPRI, a new portable Ku-band polarimetric
radar interferometer. The processing of KAPRI data into single
look complex images is addressed, including the correction of
beam squint and of azimuthal phase variations. A polarimetric
calibration model adapted to the acquisition mode is presented
and used to produce calibrated polarimetric covariance matrix
data. The methods are validated by means of a scene containing
five trihedral corner reflectors. Data preprocessing is assessed
by analyzing the oversampled response of a corner reflector,
and the polarimetric calibration quality is verified by computing
polarimetric signatures and residual calibration parameters.

Index Terms— Ground-based radar, polarimetric calibration,
polarimetric radar.

I. INTRODUCTION

D IFFERENTIAL radar interferometry [1]–[4] is widely
used to monitor and study changes in the natural and

built environment. The ability to measure the line-of-sight
component of movements over large areas makes it suitable
for many applications. Some examples are the estimation of
subsidence rate associated with temporal changes in the water
table of aquifers, oil and gas extraction, deep mining and
tunnel excavation [5]–[7], the monitoring of inflation/deflation
connected to volcanic activity [8], the mapping of ice sheet and
glacier motion [9], [10], the observation of instable slopes in
rugged natural terrain and open pit mines [11], [12], and the
measurement of seismic displacements [13], [14].
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Fully polarimetric radar data provide additional information
on the scattering mechanism within each resolution cell, which
is employed for classification of the surface cover [15], [16],
to extract geophysical parameters such as moisture con-
tent [17], to estimate the orientation of the vegetation
canopy [18] or the height of fresh snow [19].

The availability of polarimetric information in addition to
the interferometric time series allows to combine the scattering
matrix and the interferometric coherence to better character-
ize the natural processes observed with the radar: a salient
example being coherence optimization, where the scattering
mechanism providing the best coherence and thus the least
noisy phase measurement is selected [20], [21].

Spaceborne synthetic aperture radar (SAR) systems, such as
ERS-1 and 2, Envisat/ASAR, TerraSAR-X, Sentinel 1-A/1-B,
Radarsat-1 and 2, ALOS, ALOS 2, and Cosmo SkyMed, have
been an important data source to build up interferometric time
series for displacement measurements—sometimes spanning
over many years. These platforms are convenient in that they
offer a large coverage in a single pass. However, the revisit
time of these systems is limited to few hours at best. In many
cases, to better understand the dynamics of natural processes
and for real-time surveillance and alarming, a denser temporal
sampling over longer time spans and other observation geome-
tries are desired than the ones afforded by current spaceborne
radar earth observation systems.

A. State of the Art
Today, several ground-based radar systems are available,

operating in C- [22]–[24], X- [25], [26], or Ku-band [22], [23],
[27], [28]. The majority of these systems are based on aperture
synthesis, using a moving antenna on a rail. An alternative
imaging approach is to scan a fan beam by rotating a large
antenna [27], [29]. This imaging method has been called
type II in [30]. This configuration has certain advantages over
ground-based synthetic aperture systems [31] of comparable
rail length.

1) Azimuth samples are acquired independently and do
not require focusing, eliminating defocusing and loss of
coherence caused by moving targets and atmospheric
phase screens during aperture time. These changes may
adversely affect the coherence of the scene over the aper-
ture length and will worsen the azimuth resolution. This
is especially problematic for the analysis of coherent
targets.

2) A large angular section of up to 270◦ can be imaged
in a single pass. This is more difficult to obtain using a
rail-based SAR.
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TABLE I

KAPRIS’ MAIN PARAMETERS

An important advantage of rail-based SAR systems is the
better azimuth resolution: a SAR using a rail of length L will
have an angular resolution of

θSAR
3dB = λ

2L
(1)

while an antenna with physical aperture size L has an azimuth
3-dB resolution of

θRAR
3dB = λ

L
. (2)

The majority of polarimetric ground-based radar system is
based on the aperture synthesis principle. An indoor system is
presented in [32] followed by a portable outdoors version [33].
A broadband polarimetric SAR system with 2-D aperture
synthesis is introduced in [34], with the measurement results
presented in [35]. Another example of a synthetic aperture
system is described in [25], [26], and [36]–[38]. Examples of
ground-based polarimetric SAR data at X- and C-band are
shown in [24] and [39].

A dual polarization multiband GB-SAR system is used
in [40] to produce tomograms of snow-covered sea ice. A sim-
ilar concept is used in [41] and [42] to produce tomographic
profiles of a snow pack by synthesizing an aperture in the
elevation direction.

Excluding non-imaging devices such as ground-based scat-
terometers, only few real aperture polarimetric ground-based
radars exist, one example being the C-band version of the
gamma portable radar interferometer (GPRI) [43].

B. KAPRI: Real Aperture Polarimetric FMCW Radar

This paper introduces the Ku-band advanced polarimetric
radar interferometer (KAPRI) [44]. It is an extension of the
GPRI [27], [29], [45], a real aperture radar interferometer
operating in Ku-band at 17.2 GHz. It is designed to monitor
unstable slopes using zero baseline differential interferome-
try [2]; two antennas arranged along a spatial baseline and
a dual channel receiver permit to acquire digital elevation
models.

The GPRI employs 2-m-long vertically polarized slot-
ted waveguide antennas, giving the system a 3-dB azimuth
beamwidth of 0.385◦ and a 3-dB elevation beamwidth of 35◦.

The feature distinguishing KAPRI and GPRI is the addition
of horizontally polarized antennas and switches that permit
to connect transmitter and receiver to either type of antenna.
Together with modifications in the control software, they
enable it to acquire a full polarimetric–interferometric data

set by cycling through all the combinations of transmitted and
received polarization during the acquisition.

In Table I, the main hardware characteristics of KAPRI are
summarized.

C. Contributions of This Paper

The following contributions are made in this paper.
1) Preprocessing methods adapted to KAPRIs’ hardware

are presented, which can be used to generate correct
single look complex (SLC) images from the acquired
raw data.

2) A polarimetric calibration model adapted to the system
design of KAPRI is presented. It includes the correction
of effects caused by different designs of vertical and
horizontal polarized antennas and the presence of spatial
baselines between their phase centers.

3) The proposed processing and calibration approaches are
validated by analyzing the response of trihedral corner
reflectors in a specifically acquired data set.

D. Outline

Section II-A presents the methods employed to process the
raw data into range compressed SLC images. This section
includes a derivation of the frequency modulated continuous
wave (FMCW) signal model and of the acquisition geometry
that will be used throughout the rest of this paper. Section II-
B deals with the correction of frequency-dependent beam
squint due to the slotted waveguide antenna design. These two
sections describe the parts of the processing that are common
to both KAPRI and GPRI. The quality of the processing is
evaluated in Section III-A by plotting the oversampled phase
and amplitude response of trihedral corner reflectors, where
significant range resolution improvements are observed by
applying the described squint compensation procedure.

After this step, the range compressed frequency-squint cor-
rected data still show a residual azimuth phase variation, espe-
cially in the VV channel, where a linear variation of almost
30◦ is observed for samples inside the antenna beamwidth.
This effect is modeled in Section II-C as a change in distance
between the antennas phase center and the scatterers caused by
the rotation of the antenna. A method to correct it is proposed
and tested in Section III-B on an array of five trihedral corner
reflectors.

An azimuthal shift between the HH and the VV channel
is observed on the response of point targets along with the
phase variation; it is ascribed to misaligned antenna patterns.
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Fig. 1. Geometrical description of the displaced phase center with all relevant parameters, as used in Section II-C. R is the slant range from the radar to
the point scatterer, Lph is the phase center displacement, Lwg is the length of the antenna, Larm is the antenna rotation lever arm, R0 is the range of closest
approach, and α is the additional rotation angle necessary to obtain closest approach when the phase center is not in the midpoint of the antenna but the
rotation angle is measured assuming Lph = 0.

If left uncorrected, it would cause a reduced power and
decreased signal-to-noise ratio (SNR) for cross-polar measure-
ments. To remove it, modified antenna mounts that permit
to mechanically shifting the antennas mainlobe were manu-
factured. They are tested in Section III-C by analyzing the
response of a cross-polarizing dihedral reflector acquired with
different antenna mounting settings. A final step is required
before polarimetric calibration: since KAPRI employ separate
antennas for each transmit and receive polarization, spatial
baselines are obtained between certain combinations of chan-
nels. These baselines add a topographic contribution to the
polarimetric phase differences. In Section II-E, a method is
derived to estimate this contribution using an interferogram
obtained from two identically polarized channels on a baseline
and rescaled to the undesired polarimetric baseline. Its validity
is verified by analyzing the resulting HH–VV phase difference
in Section III-D.

In Section II-F, the polarimetric calibration is discussed.
A linear distortion model without crosstalk is assumed; the
copolar phase and amplitude imbalances are estimated using
a trihedral corner reflector, while the imbalance between the
cross-polar channel is determined using the HV–VH phase
difference over distributed scatterers assuming reciprocity. The
plausibility of zero crosstalk is assessed by computing the
polarization purity of all the trihedral reflectors in the cali-
bration data set, showing a purity better than 35 dB at worst.

Finally, in Section III-E, the quality of data calibration is
assessed by computing polarization signatures for the trihedral
corner reflectors and by estimating calibration model residuals
on the corner reflector array.

II. METHODS AND DATA

A. KAPRI: FMCW Radar Signal Model

A fundamental requirement to generate calibrated polari-
metric data is the availability of properly processed SLC

images for all elements of the polarimetric scattering matrix.
To process them, it is necessary to understand the data
acquisition and correct several effects specific to KAPRI.
For this purpose, a signal model for type II [30] radar
data using the deramp-on-receive FMCW architecture [46] is
introduced.

Consider a coordinate system having its origin at the loca-
tion of a radar, as depicted in Fig. 1. In this system, the antenna
is mounted on a lever arm of length Larm; its mainlobe is
parallel to the x-axis when the pointing angle θ is 0. The radar
images a scene with a complex reflectivity distribution σ(x, y)
by measuring range profiles σ̂ (R, θ) for a number of antenna
azimuths angles θ = arctan(y/x) by rotating the antenna
assembly with angular speed ω. Each profile is measured by
transmitting a linearly modulated signal of duration τ with
bandwidth B and center frequency fc

st (t) = e j2π
(
t fc+ γ

2 t2)
(3)

with γ = (B/τ). The backscattered signal sr for a scatterer
at range R is st delayed by (2 R/c) and scaled by σ (the
complex reflectivity of the scatterer) is

sr (t) = σe
j2π

((
t− 2R

c

)
fc+ γ

2

(
t− 2R

c

)2
)
. (4)

In the radar, sr is mixed with the transmitted chirp st to remove
the linear modulation, resulting in a deramped signal sd that
is sampled and stored

sd (t) = st (t)
∗sr (t) = σe j4π R

λ e j2π fbt e
− j4π

R2γ

c2 . (5)

The deramped signal consists of a phase term with beat
frequency fb = (2 Rγ /c), which is proportional to the
slant range R. In addition, the deramped signal contains the
following two phase terms: e j4π(R/λ)—where λ = (c/ fc) is
the wavelength—is the two-way propagation phase, the quan-
tity of interest for interferometric measurements. e− j4π(R2γ /c2)
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is proportional to the squared distance, is named “residual
video phase,” and has to be compensated for in SAR process-
ing. Although KAPRI is a real aperture system, an azimuth
processing step is required to correct a residual azimuth phase
ramp, as described in Section II-C. However, in this case,
the variation of R2 B during the aperture length is much
smaller than c2 and the residual video term can be assumed
to be zero.

From (5) and by the linearity of the Fourier transform,
it follows that the range profile σ̂ (R, θ) of a collection of
scatterers with complex reflectivity σi at ranges Ri can be
estimated by the Fourier transform of sd (t).

Using a bandwidth of 200 MHz, the theoretical range
resolution for KAPRI is 0.75 m [45]; the effective range
resolution is observed to be lower because a Kaiser window
is applied to the data before the Fourier transform to mitigate
range sidelobes.

To obtain 2-D images, range profiles are acquired while
the antenna is rotated with angular velocity ω. In this case,
the deramped signal for a point target at R, θt is

sd(t, θ) = σe j2π fbt e j4π R
λ e

− j4π
γ R2

c2 P(θ − θt ) (6)

where t is the fast time, θ = nωτ is the azimuth scan
angle, and P(θ) describes the two-way antenna pattern with
beamwidth

θ3dB = λ

Lwg
(7)

where Lwg is the size of the antenna aperture and λ is the
wavelength employed. If the rotation speed is chosen such
that ωτ � θ3dB, the acquisition is oversampled in azimuth;
several range profiles are samples of the same target. Their
average in slow time—called azimuth presum or decimation—
produces measurements with an increased SNR, assuming all
range profiles to be affected by a white noise process.

Due to diffraction, the radiation beam emitted by the
antenna broadens linearly with increasing distance; conse-
quently, the spatial resolution in cross range δaz increases with
distance

δaz = Rλ

Lwg
. (8)

B. Beam Squint Correction

To obtain the desired cross-range resolution at the dis-
tances of interest, a sufficiently narrow antenna beamwidth
is required. To do so, KAPRI employs 2-m-long slotted
waveguide antennas [47], [48]. They are constructed by cutting
slots resonating at the design frequency in a section of rec-
tangular waveguide. When the slots are appropriately spaced
the fields emitted by the cuts combine in phase, producing a
narrow beam in the desired direction.

Two types of slotted waveguide antenna exist [49]: the reso-
nant and the traveling wave design. The second type has been
chosen because it can be operated with a larger bandwidth,
achieving a finer range resolution. The main drawback of
this antenna design is its frequency-dependent beam squint:
when it is operated at frequencies differing from the design

value, the phase differences at the slots change, altering the
direction of the mainlobe. When a chirped signal is transmit-
ted, the mainlobe direction continuously changes during the
pulse. This effect has been used for imaging radars where a
mechanical antenna rotation would not be possible [50]–[53].
In the case of KAPRI, the beam squint is undesired: the
large angular deviation relative to the beamwidth causes the
mainlobe to be centered on a scatterer during a fraction of
tchirp only, decreasing the effective transmitted bandwidth and
worsening the range resolution.

In dechirped data acquired with sufficient levels of azimuth
oversampling, the effect of beam squint is visible as skewed
point target responses, as illustrated in Fig. 2. During the chirp,
the target is only at the center of the beamwidth when the
antenna rotation angle matches the beam squint angle. The
availability of raw data oversampled in azimuth is key to
mitigate the effect of the beam squint.

For each chirp frequency f , the data at the corresponding
fast time t f = ( f − fc/γ ) is shifted by the opposite of the
squint angle using a bilinear interpolator. The amount of shift
is predicted by

θsq = sin−1

(
λ

λgi j

+ kλ

s

)
(9)

where λg i j is the wavelength for the i j -TE mode of the
waveguide, λ is the free space wavelength, s is the element
spacing, and k is the mode number. In this case, the waveguide
mode used is TE01 and k = 0 is assumed because all the slots
must have the same phase [54] to direct the main beam at the
antenna broadside.

Instead of using the above expression, a linear approxima-
tion for the squint relative to the pointing direction at the
design frequency fc is used to process KAPRI data

θsq − θ fc
sq = a f. (10)

The equivalent shift to apply at each range line ir in the
number of azimuth samples iθ is given by

iθ = aγ

ω
ir . (11)

The linearized expression is necessary because the antenna
pattern measurements at different frequencies provided by
the manufacturer suggest that the vertically and the horizon-
tally polarized units have different frequency-dependent squint
behaviors. Because the design information necessary to use
the above exact expression for the squint is not available,
a data-driven method is be used for the correction of the beam
squint.

To estimate the squint rate a, the response of a strong point-
like target is extracted from the data by windowing it in range
and converting it back in the fast time domain with a Fourier
transform; its envelope is then extracted with a discrete Hilbert
transform. For each frequency, the peak is located and stored in
a vector from which an estimate of a is obtained by fitting (10).

To correct the frequency-dependent beam squint, the
azimuth sample spacing must be smaller than the antenna
beamwidth: this permits to reconstruct the full bandwidth
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Fig. 2. (a) Illustration of the frequency-dependent pointing direction θsq of the mainlobe of the slotted waveguide antennas of KAPRI. The response at
different chirp frequencies is represented by the colors of the mainlobes; they correspond to the increasing chirp frequencies as they are represented by the
inset. The corresponding waveguide wavelengths are displayed underneath the antenna. For the design wavelength λ

design
g , the antenna mainlobe points at

the antenna broadside. (b) Time-domain envelope of a point target as a function of chirp time t (y-axis) and slow time nτ = (θ/ω) (x-axis). The y-axis is
proportional to the transmitted frequency and the x-axis to the rotation angle of the antenna. If the antennas’ mainlobe would not change its direction during
the chirp, a beat signal as shown in the bottom would be obtained. It would have a frequency proportional to the range and would cover the slow time extent
where the objects stay within the beamwidth. In the case when the mainlobe changes direction with frequency, the response is skewed because the target is
illuminated only at the moment when the mechanical and the electrical antenna pointing directions match, causing its response to occupy several azimuth
cells. After range compression, obtained with a Fourier transform along the t-axis, the frequency-dependent antenna pointing would cause a loss of range
resolution because only a fraction of the transmitted bandwidth would be used for each azimuth bin. To correct this effect, the data are interpolated in the
time domain in order to reconstruct the full bandwidth by combining the subsequent subbandwidths that are obtained at different mechanical pointing angles.
This correction requires sufficient azimuth oversampling, which is achieved by slow rotation of the antennas with respect to the chirp duration.

illumination of each scatterer by combining chirp samples
acquired at subsequent azimuth positions.

After correcting the beam squint, azimuth presumming can
be applied if desired to reduce the data size and increase SNR.

Then, a Hann window is applied to the first and last
z samples of the raw data sd to mitigate the transient signal
caused by the abrupt change in frequency due to the repetition
of the chirp and the end of each pulse. A Kaiser window is
applied to reduce range processing sidelobes that are caused
by the finite bandwidth. Finally, a fast time Fourier transform
performs the range compression to obtain the SLC image
σ̂ (R, θ).

Each range line of the SLC is then multiplied by
√

R3

to compensate for the power spreading loss. In this manner,
the intensity of the SLC data is directly proportional to the
radar brightness β0 [55].

C. Azimuth Processing

In the case of KAPRI, the correction of frequency-
dependent squint as described in the preceding section is
not sufficient to produce correct SLC data: a strong residual
azimuth phase is observed on the response of point-like
scatterers, especially in the VV channel. This phase contri-
bution is problematic for two reasons.

1) Because the azimuth samples have differing phases,
it reduces the amplitude and the SNR after azimuth
presumming.

2) Since each polarization displays a different ramp,
the coherence magnitude of polarimetric phase differ-
ences will be reduced and the resulting coherence phase
will be affected by a residual phase variation. For
example, if the HH–VV phase is needed for calibration
in the method described in Section II-F and the azimuth
variation is not taken into account, the additional phase
will result in incorrect calibration parameters.

The azimuthal phase variation arises from the rotational acqui-
sition: the antennas are mounted with an offset Larm from
their center of rotation, as shown in Fig. 1. Therefore, during
the rotation, the distance from the phase center to a scatterer
varies with the azimuth position, changing the propagation
phase accordingly [56]. If the variation in distance is larger
than the range resolution, the target will move though several
range cells as a function of azimuth position, in analogy to
range cell migration in SAR systems. In the case of KAPRI,
the variation in distance is two orders of magnitude smaller
than the range resolution and will only visibly affect the phase
of the signal.

To model the change in phase, consider the radar acquisition
geometry depicted in Fig. 1.

The antennas are mounted on a lever arm offset by Larm
from the center of rotation. Their phase centers have an
horizontal displacement Lph from the lever arm attachment.
A point target is considered, located at the range of closest
approach R0, obtained when the phase center, the target,



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

6 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING

and the lever arm are aligned. For an incremental rotation
θr from the angle of closest approach, the relative phase
variation is

φscan = 4π

λ
(R0 − R(θr )) (12)

where R is the effective distance between the point target and
the phase center, computed with the law of cosines on the
green triangle of Fig. 1 with the included angle θr , one side
Lant = (L2

arm + L2
ph)

(1/2), and the other c = Lant + R0

R(θr ) =
√

c2 + L2
ant − 2cLant cos (θr − α). (13)

Lant is interpreted as the equivalent lever arm of an antenna
without the horizontal phase center shift that would produce
the same phase variation as a system with a nonzero Lph.

The function is shifted by the angle α = arctan(Lph/Larm)
that describes the additional rotation needed for an antenna
with nonzero Lph to be at closest approach. This shift is
necessary because the azimuth angle is measured assum-
ing a zero Lph: the reading given by the angle encoder
does not correspond to the angular position of the phase
center.

The complete characterization of the phase ramp requires
the knowledge of the antenna phase center displacement Lph.
Normally, it is assumed that the phase center is at the
midpoint of the antenna. However, when the experimental
data were analyzed using this assumption (which implies
Lant = Larm), (13) failed to model the observed azimuth
phase variation and the possibility of a displaced antenna phase
center was included. This displacement is used to describe
physical differences in the antennas, which could explain the
larger azimuth phase in the VV channel.

Lph is estimated using the measured phase of a point target
by minimizing the squared distance with the phase simulated
according to (13)

L̂ph = argmax
(Lph,φoff )

||φmeas − φscan||2 (14)

where φsim = φscan + φoff is the simulated phase with an
additional offset that accounts for noise and the intrinsic
scattering phase and the system.

When Lph is known, the azimuth phase variation is cor-
rected in the range compressed data σ̂ by convolution of each
range Ri with the phase of (13) used as a matched filter

σ̂ corr(Ri , θ) =
∫ θint

2

− θint
2

e−j 4π
λ R(θ−θ �,Ri ) σ̂ (Ri , θ

�)dθ �. (15)

This expression replaces the azimuth presum described in
Section II-A: the samples are now averaged with an appro-
priate phase factor; this combines SNR improvement and the
correction of the azimuth trend in a single step. Because the
model describes only the variation of the phase relative to
closest approach R0, the absolute phase is preserved; this is
very important for interferometry and polarimetry.

The procedure is similar to azimuth focusing of synthetic
aperture data, where the cross-range resolution is obtained
by the integration of the data in the azimuth-time direction.
However, in the case of real aperture systems, the resolution is

Fig. 3. Illustration of the adjustable antenna mount allowing to shift the
patterns to bring the H and the V antennas into alignment. The left bracket
can be slid toward the front, allowing the antenna to pivot on the right hinge.
For small shifts, this movement approximates a rotation around the center of
the antenna tower, as depicted by the blue antenna pattern.

limited by the physical antenna beamwidth and the response of
a target occupies a single azimuth sample; unless the data are
oversampled. In the first case, integrating the data in azimuth
degrades the resolution because samples that do represent the
same scatterer are combined.

To correct the phase variation without an excessive increase
in azimuth resolution, the integration is limited to a window
of size θint. The optimal tradeoff is empirically determined to
be 0.6°, slightly larger than θ3dB.

D. Antenna Pattern Misalignment

By analyzing the response of a strong point-like target,
a significant azimuth shift between the HH and the VV chan-
nels was observed, corresponding to an azimuth pattern mis-
pointing of 0.2◦, almost half of the antenna beamwidth.
The misalignment is particularly problematic for cross-polar
measurements: the transmitting and receiving patterns are not
aligned. Using the available pattern information, a power
loss of approximately 2.5 dB compared with the ideal case
is predicted. This loss reduces the SNR for the cross-polar
channels, leading to noisier measurements.

While the offset between copolar channels can be corrected
by coregistration, no a posteriori method can compensate for
the SNR loss in the cross-polar measurements. To realign the
patterns, an adjustable antenna mount was manufactured by
replacing one of two hinges where the antennas are fixed on
the tower (see Fig. 3) with an adjustable bracket that allows to
slide the antenna back and forth on the one side, obtaining the
effect of rotating it around the center. Based on the size of the
antenna mounting bracket and on the amount of misalignment,
it was determined that the horizontally polarized antennas need
to be shifted by 1.8 mm to align the antenna patterns.
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Fig. 4. KAPRI radar during a field test. The antenna arrangement used in
this paper is overlaid. The blue and red dots represent the equivalent phase
centers for the HH and VV channels from the top receiver. The bottom blue
dot on the right represents the one for the lower HH channel, which is used in
conjunction with the top HH phase center to estimate the topographic phase
contribution.

E. Removal of Topographic Phase

The next step on the way to calibrated polarimetric data
requires a brief review of KAPRIs’ antenna configuration,
depicted in Fig. 4: six antennas are mounted on a sup-
porting structure connected to the rotary scanner. Of these,
two are transmitting antennas, one for each polarization. The
remaining four are connected in pairs through switches to
the receivers; each pair is composed of a horizontally and a
vertically polarized unit. This configuration permits to acquire
full polarimetric data set by selecting the desired antennas
for the transmitter and for each receiver separately. This
arrangement ensures a low level of polarimetric crosstalk
because only one combination is acquired at each time and
the antennas are physically separated. Additionally, the sep-
aration of transmitting and receiving antennas increases the
transmit–receive isolation, a fundamental requirement for
FMCW performance [45], [46], [57]. The disadvantage of this
configuration is that certain combinations of channels i and j
will be separated by a baseline: These antennas can be
replaced by an equivalent antenna located at the midpoint
between transmitter and receiver [37]. For the combinations of
polarizations i and j where the equivalent phase centers are
separated by a baseline beq

i j , the polarimetric phase difference
φi j will contain an interferometric contribution

φi j = φ
pol
i j + φ

prop
i j . (16)

This term appears as topographic fringes in the polarimetric
phase difference. It will complicate calibration by adding an
additional phase contribution unrelated to the polarimetric
properties of the scatterer.

To obtain correct phase differences, the topographic contri-
bution can be estimated by considering two additional channels
k and l acquired with a nonzero baseline beq

kl and with the same

polarization, where φ
pol
kl = 0. In this case, the propagation

phase difference can be approximated as a function of the local
incidence angle and of the perpendicular baseline separating
the phase centers

φ
prop
kl = 4π

λ
beq

kl sin
(
θ l

kl − αbl
kl

)
(17)

where αbl
kl is the baseline angle with respect to the vertical,

the look angle θl is the angle between the line of sight vector
and the vertical, and beq

kl is the perpendicular baseline between
the equivalent phase centers. Then φ

prop
i j can be estimated

from φkl if the look vector elevation angle and the baseline
orientation do not significantly change from kl to i j , i.e., if
θ l

i j − αbl
i j ≈ θ l

kl − αbl
kl

φ̂
prop
i j = beq

i j

beq
kl

φkl . (18)

If the ratio of the baselines is not integer [58], phase unwrap-
ping of φ

prop
kl is required before rescaling.

To correct all combinations that have a nonzero baseline,
the measured scattering matrix S is converted into a covari-
ance matrix C; then φ̂

prop
i j is subtracted from the phase of

every nondiagonal element i j where beq
i j �= 0. The result

is a terrain flattened covariance matrix where the phase of
off-diagonal elements contains only polarimetric contributions,
possibly affected by an offset that needs compensation in the
polarimetric calibration.

F. Polarimetric Calibration

The polarimetric calibration is based on the covariance
matrix corrected above; the procedure is based on the lin-
ear distortion matrix model [59], [60] relating the observed
scattering matrix S� with the theoretical S

S� = RST. (19)

The same can be restated for polarimetric covariance matrices
C = SSH

C� = DCDH (20)

where D is the Kronecker product of R and T, the matrices
that describe the phase and amplitude imbalances and crosstalk
in reception and transmission.

In the case of KAPRI, crosstalk calibration is not con-
sidered: the radar has a good polarization isolation, largely
because only one polarization is acquired at a time by selecting
the appropriate combination of transmitting and receiving
antennas. The only source of crosstalk is the presence of cross-
polarized antenna sidelobes in the direction of the antenna
mainlobe. The manufacturer has provided simulated radiation
patterns for the horizontally polarized antennas, where the
isolation between the copolarized and the cross-polarized
pattern in the mainlobe direction is observed to be better
than 60 dB. Additionally, by computing the VV-HV ratio
of the oversampled response of a trihedral corner reflector,
the polarization purity of the system was estimated to be better
than 35 dB in the worst case.
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Under the assumption of negligible crosstalk, the distortion
matrices are

R = A

[
1 0
0 f/geiφr

]

T = A

[
1 0
0 f geiφt

]
(21)

where f is the one-way copolar amplitude imbalance relative
to the H polarization and g is the amplitude imbalance of the
cross-polarized channels. φt = φt,h − φt,v is the phase offset
between the polarizations when transmitting, φr = φr,h − φr,v

is the phase offset in reception, and A is the absolute amplitude
calibration parameter [61], [62].

The four complex parameters in D can be estimated using
a trihedral corner reflector and a reciprocal scatterer with a
significant cross-polarized contribution [37], [63].

The copolar amplitude imbalance f is estimated by the ratio
of C �

HHHH and C �
VVVV

f =
(

C �
VVVV

C �
HHHH

) 1
4

. (22)

The copolar phase imbalance φr + φt is estimated from the
phase of C �

VVHH

φr + φt = arg(C �
VVHH). (23)

Both parameters are estimated on the oversampled response of
a corner reflector. In [62], a polynomial model for the copolar
calibration parameters is used that links the imbalances to
the incidence angle. In that case, the estimate is performed
using an array of corner reflectors covering a large range of
incidence angles. In the case of this paper such an array is not
available and a simplified calibration model is used, assuming
the copolar parameters to be independent of incidence angle.

Because of the difficulty of placing and correctly orienting
a cross-polarizing target such as a 45◦ dihedral, the estimation
of g and φt − φr is based on the assumption that most pixels
in the data represent reciprocal scatterers

g =
〈

C �
HVHV

C �
VHVH

〉 1
4

(24)

and

φt − φr = arg
(〈

C �
VVHV

〉)
(25)

where the bracket indicates averages over all pixels. Finally,
calibrated covariance matrices are obtained by inverting (20)
using the estimated D.

If radiometric calibration is desired, the value of A can be
determined after imbalance correction from the ratio of the
expected and the measured radar cross section (RCS)

A =
(

σtri

C �
HHHH R3

tri

) 1
2

(26)

where Rtri is the slant range to the trihedral corner reflector.
This is necessary to remove the range spread loss compensa-
tion as performed in Section II.

Fig. 5. Pauli RGB composite (R = |HH − VV|, G = |HV|, B =
|HH + VV|) of the imaged scene, geocoded using a digital elevation model
with 2-m pixel spacing. Each channel is scaled according to its own dynamic
range. The location of corner reflectors is marked by cyan circles, and the
reflector used for polarimetric calibration is shown in orange. The image is
overlaid on a 1:25000 scale Swiss topographic map (reproduced with the
authorization of swisstopo JD100042).

G. Experimental Data

A data set for calibration purposes was acquired in
September 2016 at an urban-agricultural area near
Münsingen, Switzerland. The data were acquired from
the top of the “Chutzen” hill approximately 800 m a.s.l,
looking down toward a mixture of fields and forests, with the
town in the far range region. Six trihedral corner reflectors
were placed in the area for the determination of calibration
parameters and to assess imaging quality. Three of these
reflectors have triangular faces with a length of 40 cm,
corresponding to a RCS of (4/3)π(a4/λ2) = 25.5 dB, while
the remaining two are cubic corner reflectors with an RCS
of 35 dB, at a nominal central frequency of 17.2 GHz.
Fig. 5 shows the calibrated Pauli RGB composite of the
scene, interpolated in Cartesian coordinates using a 2-m
posting digital elevation model (DEM). The location of
the reflectors is marked using blue circles and their names
according to Table II are shown next to them.

The data set was acquired with the horizontally polarized
antenna group shifted toward the V group by 1.8 mm to
compensate for the pattern misalignment as described in
Section II-D.

A second data set containing a dihedral reflector was
acquired at ETH Hönggerberg campus in order to investigate
the effect of antenna pattern misalignment on cross-polar
acquisitions and to test the suitability of the computed adjust-
ment value as discussed in Section II-D. This measurement
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Fig. 6. Azimuth-frequency response of the “CR2” TCR: the raw data samples around the reflectors azimuth location were extracted, and then filtered in
range by Fourier transforming them along the frequency axis, applying a Hamming window about the range location and converting them back into the time
domain with an inverse Fourier transform. By doing so, only the portion of the range spectrum close to the reflectors location was kept. Finally, the complex
envelope of the data was extracted using a discrete Hilbert transform. This is conceptually equivalent to Fig. 2. (a) For the HH channel. (b) For the HH
channel after the interpolation described in Section II-B. (c) For the VV channel. (d) For the VV channel after interpolation.

TABLE II

SUMMARY OF TCRs IN THE CALIBRATION DATA SET:
NAME IN THE MAP, DISTANCE FROM THE RADAR,

EXPECTED RADAR CROSS SECTION,
AND TYPE OF REFLECTOR

was held separately because of the logistical problems asso-
ciated with the transportation and the setup of large dihedral
calibration targets.

III. RESULTS

A. Beam Squint Correction

Fig. 6 shows the frequency-azimuth response relative
to the pointing at the center frequency for the “CR2”
TCR. This plot was generated with the procedure described
in Section II-B by filtering the range compressed data
around the location of the reflector and converting it
back to the time domain by an inverse Fourier transform.
In Fig. 6(a) and (c), the procedure was applied to the

TABLE III

RESULTS OF FITTING THE MODEL OF (10) TO EACH REFLECTOR IN THE
CALIBRATION ARRAY. IN THE SECOND COLUMN, THE a PARAMETER

FOR THE HH CHANNEL IS SHOWN AND IN THE THIRD THE ONE

FOR THE VV CHANNEL. THE LAST TWO COLUMNS SHOW THE
SAME PARAMETERS RE-ESTIMATED AFTER APPLYING THE

SQUINT CORRECTION USING 4.2 AND 3.9 (◦/GHz) FOR

aH H AND aV V , RESPECTIVELY

HH and VV channel data before any squint correction was
applied. In Fig. 6(b) and (c), the same is shown after apply-
ing the interpolation described in Section II-B using a =
4.2(◦/GHz) and a = 3.9(◦/GHz) for the HH and VV chan-
nels. In each plot, a line shows the results of the linear model
fit described by (10), and the estimated a parameter is overlaid
to the plot.

The same fit procedure is applied to all reflectors for
both the HH and the VV data; the results are shown
in Table III.



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

10 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING

Fig. 7. Oversampled phase and amplitude responses for the corner reflector “CR2” at 673-m slant range. (a) HH channel without correction. (b) HH channel
with frequency-dependent squint compensation. (c) Same as (b) with azimuth phase ramp removal. (d) VV channel without correction. (e) VV channel with
frequency-dependent squint compensation. (f) Same as (e) with azimuth phase ramp removal. The phase of each response is referenced to the phase at the peak.
(g) Color palette used to represent the above plots. The hue is modulated by the phase, while the brightness correspond to the gamma-corrected normalized
intensity.

In Fig. 7(a), (b), (d), and (e), the effect of frequency-
dependent squint and the result of its correction are visible for
the “CR2” reflector. The plots are generated by oversampling
the range compressed data around the reflector in azimuth
and range using a cubic order spline approximating a sinc
interpolator. In each plot, azimuth and range resolutions are
estimated numerically by fitting a spline on the response
at the corresponding maximum location and computing its
3-dB width. Fig. 7(a) and (d) show the range compressed data
for the HH and VV channels. In Fig. 7(b) and (e), the same
is repeated after applying squint correction before range
compression.

B. Azimuth Processing

The ability of the phase model described in Section II-C
to explain the observed phase variation on the VV channel
response is tested on each reflector in the array: the maxi-
mum in range and azimuth was identified and the samples
corresponding to the half power beamwidth were extracted at
the range of maximum intensity. The unwrapped phase is used
to estimate Lph according to (14).

The resulting model parameters’ fit values for the H and V
antennas are shown in Table IV alongside with the dis-
tance from the radar and the name of the reflector, defined
in Table II. Owing to the lack of sufficiently bright cross-
polarizing point targets, the equivalent horizontal phase center
locations for HV and VH channels were not directly estimated
from the data. In the following, their location is assumed

TABLE IV

RESULT OF THE PHASE CENTER DISPLACEMENT FIT FOR SIX

TRIHEDRAL CORNER REFLECTORS LOCATED AT DIFFERENT

RANGES. IN THE THIRD COLUMN, THE ESTIMATED PHASE
CENTER DISPLACEMENTS FOR THE H ANTENNA ARE

SHOWN AND IN THE FOURTH THE ONES

FOR THE V UNIT

to be at the midpoint between L H
ph and LV

ph, the theoretical
equivalent phase center for these channels.

The result of applying the correction of (15) to the TCR
“CR2” at 673 m is displayed in Fig. 7(c) and (f).

In Fig. 8(b), the phase response in both the HH and VV
channels is plotted for all reflectors. To produce the plot,
all responses were aligned in azimuth, normalized to the
maximum, and finally their phase was referenced to the phase
at closest approach; this corresponds to the phase of (12).
This allows an easier comparison of the azimuthal phase
variation.

C. Antenna Pattern Misalignment

To verify the impact of the H–V pattern pointing shift as
described in Section II-D on the performance of cross-polar
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Fig. 8. Relative phase response for all reflectors in the calibration array.
(a) No azimuth phase correction. (b) After azimuth phase correction. Contin-
uous lines: VV channel. Dashed lines: HH channel. To display the relative
phase variation, the phase at the maximum is subtracted from each plot. The
vertical lines indicate the theoretical 3-dB resolution of the antenna θ3dB.

measurements, the response of a dihedral reflector with a high
cross-polar contribution is analyzed for two configurations.

1) The antennas are not mechanically moved; the H and V
patterns are not aligned in azimuth.

2) The optimal shift of 1.8 mm as described in Section II-D
is applied to the movable antenna hinge to bring the
patterns into alignment.

In Fig. 9, the result of the above experiment is shown as the
oversampled coregistered azimuth response in the HV channel.

D. Removal of Topographic Phase

For the analysis of the topographic phase contribution
removal, as described Section II-E, the copolar (HH–VV)
phase difference is chosen because it is the covariance element
affected by an interferometric baseline that shows the highest
overall coherence, making the effect of the baseline easier
to visualize. An excerpt of the copolar phase difference is
visualized in Fig. 10 in radar coordinates: the phase assigned

Fig. 9. Oversampled azimuth power response of a dihedral corner reflector,
before (green line) and after the correction of antenna pattern mispointing
(orange line). The observed gain is in good agreement with the loss computed
using the antenna patterns provided by the manufacturer and the azimuth shift
determined using intensity correlation of HH and VV point target responses.

TABLE V

COPOLAR PHASE (φr + φt ), AMPLITUDE IMBALANCE ( f ), AND

POLARIZATION PURITY (VV/HV RATIO) COMPUTED ON THE

REFLECTORS USING THE CALIBRATED DATA SET. THE
CALIBRATION REFLECTOR HAS BEEN EXCLUDED

to the hue, the intensity to the corresponding C matrix element
magnitude, and by setting the saturation of the image with a
sigmoid transformation of the copolar coherence magnitude,
estimated using a 5 × 2 window.

E. Polarimetric Calibration

The methods described in the preceding sections were
applied to prepare SLC images for each channel. For the final
polarimetric calibration, the procedure of Section II-F was
used; one reflector in the scene was used as a calibration target,
with the four remaining reflectors used for the assessment
of the calibration performance. An initial assessment of the
data quality is made by computing polarization signatures [64]
for two corner reflectors located at different ranges. They are
plotted in Fig. 12. A quantitative evaluation of the calibration
is obtained by estimating the residual copolar phase and
amplitude imbalances f and φr + φt on the trihedrals after
the calibration. The results are shown in Table V. In Fig. 11,
the dependence of the residuals on the local incidence angle
is plotted; the angle was estimated using a 2-m posting digital
elevation model of the scene that was backward geocoded in
the radar geometry. For visual representation of the calibration
results, the HH–VV phase difference in radar coordinates is
shown as a color image in Fig. 10(c).
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Fig. 10. HH–VV phase difference in radar coordinates (a) before and (b) after the removal of the topographic phase term as described in Section II-E.
(c) Calibrated copolar phase difference. The hue of the image is modulated by the covariance phase, the intensity by the magnitude, and the saturation by
the copolar coherence magnitude. The inset on the bottom left shows the copolar coherence magnitude. The interferometric fringe pattern visible in (a) is
removed by the proposed correction, as plotted in (b).

Fig. 11. Dependence of the residual copolar phase (φr + φt ) and
amplitude ( f ) imbalances on the local incidence angle. The mean and RMS
imbalances are shown in each plot. The reflector used for the determination
of calibration parameters has been excluded from the plot.

IV. DISCUSSION

A. Beam Squint Correction

The effect of the frequency squint on the raw data
around TCR “CR2” is visible in Fig. 6(a) and (c) for the
HH and VV channels. As sketched in Fig. 2 and described
in Section II-B, the data matrix appears skewed: the physical

antenna direction and the effective pointing angle of the beam
pattern only match for a brief time during each chirp due to
the frequency scanning of the antenna. Because of that, if the
data are range compressed, only part of the chirp bandwidth
illuminates the target at each time, reducing the observed range
resolution. This is verified in Fig. 7(a) and (c), where the
oversampled response of TCR “CR2” after range compression
is shown.

The linear squint factor a estimated on all reflectors of the
calibration array is given in Table III; the average estimated
values of 4 and 3.9 (◦/GHz) fit well with the figures suggested
by the antenna manufacturer: 4.2 and 3.9 (◦/GHz) for the
H and V antennas, respectively.

Thanks to the oversampled acquisition, it is possible to
use the proposed interpolation method to realign the samples
in azimuth, compensating for the effect of the squint by
combining subsequent subchirps with different squint angles in
a single coherent chirp that covers the entire bandwidth for the
whole duration of time when the target is within the antenna
beamwidth. This is shown in Fig. 6(a) and (c). The result of
the interpolation is visible in Fig. 6(b) and (d): the spectrum is
now aligned in azimuth; as a consequence, the range resolution
is decreased, as visible in Fig. 7. Additionally, the phase
response seems to become more stable. Visually, the phase
pattern observed in Fig. 7(a) and (c) is also removed entirely;
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Fig. 12. Polarization signatures for two trihedral corner reflectors at the locations “CR2” and “CR6.” For both plots, each panel shows (a) uncalibrated
copolar signature; (b) uncalibrated cross-polar signature; (c) calibrated copolar signature; (d) calibrated cross-polar signature. The power of each response
is normalized to the corresponding maximum. A distinct change in signature is observed after the calibration; it is mostly due to the removal of the
HH–VV phase offset.

however, a residual azimuthal phase can be observed in the
VV channel in Fig. 7(e).

B. Azimuth Processing

The residual phase ramp observed on the “CR2” reflector
in Section IV-A is not unique to that object: a linear variation
of 30◦ over the 3-dB antenna beamwidth can be observed
for all reflectors in the data set, as plotted in Fig. 8(a). The
model of Section II-C was developed to explain this variation
in terms of the acquisition geometry. The estimated phase
center location values L̂ph of Table IV are consistent and
display a standard deviation of less than 2 % of the antenna
length, suggesting that the model is able to predict most of
the phase variation. The estimated phase center shift for the

H unit L̂ H
ph is less than 5 cm, while the one for the V antenna,

L̂V
ph, is −12 cm, almost twice as large and with opposite sign.

This difference presumably explains the steeper phase ramp
in the VV channel: the range of θr for a scatterer is limited
by the narrow antenna beamwidth θ3dB. This should not cause
a large phase variation, because evaluating (7) around zero
should result in small values. However, considering the effect
of Lph, the entire function of (12) is shifted by α, simulating
the effect of a larger θr , as it would be obtained with a much
bigger antenna beamwidth.

As shown in Fig. 7(g), the azimuth phase variation is
significantly reduced by the proposed correction method and
the azimuth resolution is slightly degraded, although it is still
better than 0.6◦, the value that is expected by an incoherent
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average of azimuth samples. This result hints again that most
of the phase ramp has been removed by the proposed method.

Similar results are observed for all trihedral reflectors,
summarized in Fig. 8(b). The uncorrected HH channel shows
a smaller variation, while the VV phase changes by 30◦ over
the antenna beamwidth. The observed phase slopes for the H
and V antennas have opposite signs, as it is expected from the
estimated phase center locations of Table IV.

After the correction, only the reflector “CR1” shows an
appreciable residual azimuth phase variation, which is likely
explained by its proximity to the radar relative to the antennas
far field transition distance, in the order of 500 m. A very simi-
lar variation is also observed in the HH channel. Excluding this
exception, the residual phase inside the antenna beamwidth is
under 5◦.

C. Antenna Pattern Misalignment

Correcting for the estimated pattern alignment results in a
gain of approximately 2.5 dB in HV power with respect to
the uncompensated reference case, as plotted in Fig. 9. The
estimated gain is very close to the one expected by analyzing
the patterns provided by the antenna manufacturer. This result
confirms that the 1.8-mm shift setting employed to acquire the
calibration data can correctly compensate for the cross-polar
power loss and the HH–VV misregistration.

D. Removal of Topographic Phase

The effect of the topographic phase compensation as
described in Section II-E is displayed in Fig. 10; three
topographic fringes are counted in the unflattened interfer-
ogram [Fig. 10(a)], corresponding to a total phase variation
of 9π . An estimate of this contribution is obtained from the
unwrapped and rescaled interferogram between the upper and
the lower HH channels. Because they are separated by a
spatial baseline and they employ the same polarization [as
seen in Fig. 4], this interferogram provides an estimate of the
topographic phase without additional polarimetric phase dif-
ferences. The estimated topographic phase is then subtracted
from the covariance matrix; the resulting flattened copolar
phase difference is displayed in Fig. 10(b); no interferometric
fringes can be counted. A more quantitative evaluation of
the flattening process is obtained computing the correlation
coefficient of the copolar phase and sin (θl), where θl is
the look vector elevation angle obtained from a DEM. The
estimated value is very close to zero, suggesting the cor-
rect removal of the topographic phase contribution: if there
would be a linear relationship between these two quantities,
as expected from the approximate expression for the topo-
graphic phase of (17), a significant level of correlation would
be observed. This measure cannot exclude residual nonlinear
relationships between topography and the copolar phase; an
additional visual verification was obtained by plotting their
joint histogram; this did not display any discernible functional
relationship. Therefore, it can be safely assumed that the
flattening process is able to remove the topographic phase
contribution. An additional advantage of this correction is the

increased copolar coherence magnitude, as it can be seen by
the inset coherence plot shown in Fig. 10.

E. Polarimetric Calibration

An illustration of the effect of the calibration procedure of
Section II-F is given in Fig. 12 by the polarization signatures
of two reflectors before and after the calibration. The signature
of the uncorrected data is distorted; the large variation of the
maximum with respect to the orientation angle is reminiscent
of the response of a dihedral scatterer, which would show
two distinct peaks. After calibration, both signatures show a
fair correspondence with the expected polarization signature
for trihedral reflectors. The dihedral-like response before the
calibration is due to the HH–VV phase imbalance, which
shows a significant offset after the removal of the topographic
contribution, as it can be seen in Fig. 10(b). By using a
trihedral corner reflector or a similar odd-bounce scatterer,
this offset is estimated and removed. The effect of copolar
phase imbalance correction is visually shown in Fig. 10(c);
low entropy odd bounce scattering seems to be dominant in
this part of the scene, which is mainly composed of open fields
and wooded areas.

Amplitude and phase imbalances are successfully corrected
by the proposed method; the mean residual for the amplitude
imbalance f is 1.03 with a root-mean-square (RMS) deviation
of 0.05. A mean of −4.5◦ is observed for the copolar phase
imbalance φr + φt , with a RMS deviation of 7◦. Two outliers,
“CR1” and “CR6” heavily skew the estimated phase statistics;
as shown in Fig. 11. For “CR1,” its placement on the ground
together with its closeness to the radar could explain the offset
in the copolar phase. The other extreme case is “CR6” that
was placed at a large distance from the radar; this could result
in a reduced polarization purity due to the larger influence
of clutter in the larger resolution cell. Despite the outliers,
no dependence of the residuals with the local incidence angle
can be observed. This also suggests the validity of the method
proposed in Section II-F for the estimation and removal
of the topographic contribution from the polarimetric phase
differences.

Finally, the assumption of negligible crosstalk for the cal-
ibration model seems plausible considering that almost all
reflectors exhibit polarization purities above 35 dB.

V. CONCLUSION

In this paper, two main aspects of the calibration of KAPRI,
a new polarimetric portable ground-based FMCW radar, were
discussed:

1) the preprocessing of raw data into SLC images, taking
into account several effects due to the specific hardware
design of the system;

2) the polarimetric calibration of data into phase and ampli-
tude calibrated polarimetric covariance matrices.

A. Preprocessing

The particular antenna design causes a frequency-depending
shift of the antenna mainlobe during the chirp that causes a
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worsened range resolution. It is corrected using a slow time–
fast time interpolation procedure; significant range resolution
improvements are observed after the correction.

The real aperture azimuth scanning design results in a
motion of the antenna phase center relative to the scatterers,
causing an observable azimuth phase ramp in point target
responses. The variation is significantly different between the
antennas, with almost 30◦ over the 3-dB beamwidth for the
V antenna and much smaller for the H unit. This additional
phase will complicate polarimetric calibration if left unaltered;
this phase ramp is corrected by a SAR-like azimuth filter that
reduces the total phase variation to under 10◦.

Because separated transmitting and receiving antennas are
used for each polarization, the polarimetric calibration is more
intricate due to the presence of an interferometric baseline
between channels that adds a topographic phase contribution
in the polarimetric phase differences. Using the cross-track
interferometric baselines of KAPRI, the topographic contribu-
tion can be estimated and subtracted from each element of the
covariance matrix affected by it.

B. Calibration

The resulting flattened covariance matrix is then calibrated
by assuming zero crosstalk and estimating copolar imbalances
using a trihedral corner reflector assuming the parameters to
be independent from the incidence angle. The cross-polar
imbalance is estimated using distributed targets under the
assumption of reciprocity.

The calibration quality is assessed by estimating residual
calibration parameter on a calibrated scene with five trihedral
corner reflectors: the mean amplitude imbalance is close to
unity while the mean residual phase imbalance is very close
to zero, with a RMS of 7◦; no significant variation with
incidence angle is observed. These results suggest that the
simplified calibration model [62], [63] is suitable to calibrate
fully polarimetric KAPRI data.
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